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KIIMHUKAJIBIK-TEMATOJIOTI' UAJBIK CUHAPOMJIAPJABIH MOP®OJIOT UAJIBIK
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UCCJIEJOBAHME JAHHBIX MOP®OJIOTMYECKOM KJIACCUPUKAIIAU
KINHUKO-TEMATOJOI'MYECKUX CUHAPOMOB HA OCHOBE AJITOPUTMOB
MAIIMHHOI'O OBYUYEHUA

Abstract. Currently, the greatest attention is paid to the problem of the development and application of
medical information systems, their integration in the direction of building a single information space. There is a
need to develop decision support systems that are direct «assistants» of doctors in the medical and diagnostic
process and should find their place in integrated systems. The urgency of the problem lies in the need to develop
intelligent medical systems based on effective methods, algorithms and models to support medical decision-
making in conditions of incompleteness and uncertainty of the initial data of the medical and technological
process, allowing to ensure high adequacy and validity of decisions made in conditions of limited time
resources. To solve this problem, this article proposes a study of data on the morphological classification of
clinical and hematological syndromes based on machine learning algorithms. The use of machine learning
algorithms for indicators of clinical and hematological syndromes will increase the effectiveness of differential
diagnosis and apply it to the development of algorithmic and software for an intelligent system to support
clinical decision-making.

Keywords: clinical decision support, differential diagnosis, clinical and hematological syndromes, machine
learning algorithms, neural networks, medical information systems.

Anoamna. Ka3zipel yaxvimma axnapammuslk MeOUYUHAIbIK Jicylienepoi azipaey dcone KoN0awny, oaaposl Oipvineail
aknapammulk, Keyicmikmi KYpy OasblmvlHOA UHMezpayusiay Macelecine Kon KoHin 6oninedi. Emoey-
OUACHOCMUKANLIK npoyecme 0apicepaepoiy, mikeiell «Komekuiiepiy 601bin MabbLiambvlH JCoHe UHMeSPayUsIaHaH
Jicyiienepoe 03 OpHbIH Mabybl Kepek uwiewim Kabvlioayosl Koaday Jicyuenepin a3ipaey Kaxcemminici myblHOAuobl.
Moaceneniny osexminizi yaxvimuia pecypcmapOobly wiekmeyuiniei #cagoaibinoa Kabvlioanamvit uleuinoepoiy Hco2apbsl
b6apabapivlebl MeH He2i30LNiciH KaMmMamacsls emyee MyMKIHOIK 6epemin MeOuyuHablK-mexHoL02USAIbIK NPOYecmiy
bacmankvl OepeKmepiHiy MmonvlK ucmiei men 6encicizoiei dHcagdatiblHOa MeOUYUHATLIK wewinoepoi Kadwvlioayosl
Konoayovly —muimoi  a0icmepi, areopummoepi MeH MoOenvbOepi  Heli3iHde MeOUYUHATbIK —MAaKCammagwl
uUHmMenneKmyandvl Jicylienepoi a3ipney Kadicemminicinoe owcamvlp. Byn moceneni wewy yuwiin ocvl Mmaxanaoa
MAWUHATBIK OKbIMY al2OpUmMMOepIiHe He2i30eN2eH KIUHUKANbIK-2eMAMON02USIbIK CUHOPOMOAPObIY MOPPOLOSUSTBIK
Kaaccuurkayusicoiibly — 0epekmepin  3epmmey  YCbiHbIARAH.  KIUHUKATbIK-2eMamonocusiibl  CUHOPOMOApObLH
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Kepcemkiwimepi yWwiH MAWUHATLIK OKbIMY —ANOPUMMOEPIH  KOA0aHy oOuggepenyuanovi OUASHOCMUKAHbIY
MUIMOINIZIH  apmmulpy2a HCoHe OHbl KIUHUKAALIK Wewinoepoi Kabwlioayovl Koaoayowly UHMELIeKmyanobl
JHCYULeCIHIY AneOpUMMOIK HcaHe 6a20apaAMANbIK KAMIMAMACHL3 emyiH 23ipaey YuliH Koioanyea MymMKiHOIK 6epedi.

Tyiiin  co30ep: KuwHuKanvlx wewimoepdi Konoay, OuggepeHyuandvl  OuazHOCMUKA,  KIUHUKATBIK-
2eMAMONOSUANBIK  CUHOPOMOAD, MAUIUHAIBLIK — OKbIMY — AleOpUmmMOepi, HeupoHObIK Jiceninep, MeOUuyuHanblK
aknapammbix Jxcyuenep.

Annomayus. B nacmosiwee epems Haubobulee 6HUMAHUE YOensemcsi npobieme paspabomKu u NPUMeHeHUs.
UHPOPMAYUOHHBIX MEOUYUHCKUX CUCIMEM, UX UHMe2PaAyuL 8 HanpagieHul NOCMpOoeHUsi eOUH020 UHPOPMAYUOHHO2O
npocmpancmea. Bosnukaem HeobxoO0umocmsv paspabomku cucmem NOOOepHCKU NPUHAMUA DeuleHutl, Komopbvle
SGNAIOMCS HENOCPEOCMEEHHbIMU «NOMOWHUKAMUY 6payeli 6 Ne4ebHO-0UA2HOCMUYEeCKOM npoyecce U OO0INCHbL
HAxXo0ums c6oe Mecmo 8 UHMeZPUPOBAHHBIX CUucmemax. AKmyanbsHocms npobiemMvl 3aKI04aemcs 8 HeoOX0OUMOCMU
PaspabomKu  UHMELIeKMYAIbHbIX CUCIEM MEOUYUHCKO20 HA3HAYEHUsI HA OCHO8e 3IPheKmusHblx Memooos,
aneopummos u mooeneli ROOOEPIHCKU NPUAMUSL MEOUYUHCKO20 PEULeHUll 8 YCI08UX HeNOIHOMbL U HeONPeOeleHHOCMU
UCXOOHBIX OAHHBIX MEOUKO-MEXHON02UUECKO20 npoyeccd, No3e0NAWUX 00ecneuusams 6biCOKYI0 A0eK8amMHOCHb U
060CHOBAHHOCMb NPUHUMACMBIX PEULEHUTI 8 YCIOBUAX OSPAHUYEHHOCMU BPEMEHHbIX pecypcos. [ peuienus 3moil
npobremvl 8 OAHHOU CMAMbe NPeONOHCEHO UCCLe008aHUe OAHHLIX MOPQOI0SUYECKOU Klaccupurayuu KIUHUKO-
2eMAMONO2UHECKUX CUHOPOMO8 HA OCHO8E ANOPUMMOS MAWUHHO20 o00yyenus. I[Ipumenenue aneopummos
MAWUHHO20  00yyenusi 015  NoKasamenell  KIUHUKO-2eMAMONOSUYECKUX — CUHOPOMOS  NO3GOIUM  HOGLICUMb
appexmusrocms OupheperyuanvHoll OUASHOCUKY U NPUMEHUMb €20 0a pa3pabomKu aneopummuyeckKozo u
NPoSPaMMHO20 06ecnedeHUss UHMEeNNEeKMYaNIbHOU CUCEMbl HOOOEPIHCKU NPUHSAIMUSL KTUHUYECKUX PEeUEeHU.

Knruesvie cnosa: noodoepicka npuHsamus KIUHUYECKUX peuleHull, Ou@gepeHyuaivHoe ouazHOCmuposatue,
KAUHUKO-2eMAMONI0SUYeCKUe CUHOPOMbI, ANCOPUMMbL MAWUHHO20 OOYYeHUs, HeUupoHHbie cemu, MeOUYUHCKUe
uHpopMayuoHHble CUCTEMDI.

Introduction. Taking into account all the recent unfavorable events in the world, including
the global pandemic, quarantine restrictions, and economic shocks, the development of the
healthcare sector is one of the top priorities of any country.

In this regard, Kazakhstan, like any other country, needs to improve the efficiency of the
health sector and the availability of medical care for the entire population, which in turn can be
achieved only through digitalization, namely the integration of the main activities of the health
sector with information systems, the use of mobile digital applications, the introduction of
electronic health passports and the transition to "paperless" hospitals.

As part of the digitalization of Kazakhstan's healthcare since 2020, almost all (or rather
94.69%) Kazakhstanis have received an electronic health passport, which stores their medical
history and is available to the polyclinic, ambulance, hospital. Passport data is updated on a
weekly basis with data from all medical institutions.

This research is aimed at developing a software package for the diagnosis of clinical and
hematological syndromes (CDS) for an electronic passport, which allows automating the
process of PPCR based on differential diagnosis algorithms and models of intelligent analysis of
medical data.

Anemia is also widespread in Kazakhstan, as evidenced by the results of National Nutrition
Studies conducted by the Kazakh Academy of Nutrition. The results of the study showed that
more than 40% of school-age children suffer from anemia. The prevalence of anemia is
especially high (49.4%) among children aged 12-14 years, as well as among women of
reproductive age (48.2%) and among children aged 6-59 months (47.4%). It turned out that in
Kazakhstan almost every third man (28.1%) also suffers from anemia. The prevalence of
anemia per the entire population is 41.9%. This means that 6.5 million people in Kazakhstan
suffer from anemia [1].

Literature review. Artificial neural networks are statistical methods that mimic complex
neural connections, simulating the learning dynamics of the human brain. They play a
fundamental role in clinical decision-making, although their success depends on good
integration with clinical protocols. ANN have shown excellent aptitude in learning the
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relationships between the input/output mapping from a given dataset, without any prior
information or assumptions about the statistical distribution of the data [2]. Artificial Neural
Networks (ANNSs) have proven to be effective for modeling decision-making problems in
medicine, including diagnostics, prediction, resource allocation, and cost reduction problems.
Research using ANNs to solve problems in the field of medicine is regularly expanded and
continues to grow rapidly [3].

New inventions are being added to the arsenal of available medical tools that help diagnose
and treat diseases. The evolution of Al in clinical medicine is traced, starting with fuzzy logic
and expert systems, then to artificial neural networks and more complex architectures, moving
towards the support of vector machines, feature engineering and natural language processing [4].

Deep learning methods are increasingly used to solve problems in medicine and healthcare.
Thus, the article [5] presents the basics of deep learning from an epidemiological point of view.
It covers the core concepts of machine learning (overfitting, regularization, hyperparameters),
explains several fundamental deep learning architectures (Convolutional Neural Networks,
Recurrent Neural Networks), and summarizes model training, evaluation, and deployment.

Scientists in [6] give an overview of recent applications based on artificial neural networks
used in the field of medicine, from the databases PsycINFO, Google Scholar, PubMed, and the
library of the University of Rhode Island. Data from several studies show that artificial neural
networks can be used to diagnose, predict, and treat many diseases.

The use of neural networks in medicine can be divided into two types: automatic diagnosis
and medical assistance. Considering the number of patients per doctor, neural networks can be
used to diagnose diseases related to the vascular system, heart, brain, spine, head, neck, and
tumors/cancer in three areas: vascular and interventional radiology, interventional cardiology,
and neuroradiology [7].

Given the rapid development of technology, the authors [8] argue that the use of Al in
medicine shows promising results in the context of patient care. It is especially important to
closely monitor this problem and conduct further research to fully explore the potential of ML,
ANN, and DL, as well as to introduce additional applications into clinical use in the future.

According to the authors of [9], general nuclear medicine may benefit from more advanced
deep learning applications for classification, detection, localization, segmentation,
quantification, and radiomic feature extraction utilizing 3D CNNSs.

Medicine is characterized by its inherent uncertainty, i.e., the difficulty of identifying and
obtaining exact outcomes from available data. Electronic Health Records aim to improve the
exactitude of health management, for instance using automatic data recording techniques or the
integration of structured as well as unstructured data. However, this data is far from perfect and
is usually noisy, implying that epistemic uncertainty is almost always present in all biomedical
research fields. This impairs the correct use and interpretation of the data not only by health
professionals but also in modeling techniques and Al models incorporated in professional
recommender systems [10].

The study by the authors of [11] proposes a novel end-to-end hierarchical graph neural
network with interpretable modules is proposed, which learns structural features at multiple
scales and incorporates a soft mask layer in extracting subgraphs that contribute to
classification.

In [12], the diagnosis of cancer in breast cells is considered using advanced methods such as
deep complex neural networks and data mining, which can significantly improve the accuracy
and speed of disease detection.

The authors of [13] used various machine learning algorithms, such as k-nearest neighbors,
support vector machine, decision tree, self-organizing fuzzy logic, and convolutional neural
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networks, to classify breast tissues with high accuracy. Their study demonstrated the benefits of
using convolutional neural networks for cancer detection and tissue classification. Compared to
traditional methods, convolutional neural networks gave more reliable and better results.

According to the results of the study [14], the efficiency of an intelligent cloud health
platform, which is based on the deep neural network, is 10.5% higher than that of a
conventional cloud health platform and is more popular among citizens. In the development of
the medicine cloud healthcare system, in combination with the technology of deep neural
networks, big data analysis technology was used.

In the article [15], the creation of an artificial intelligence (Al) model is performed using a
publicly available dataset of molecules and their pIC50 values. Artificial and convolutional
neural networks (ANN and CNN) are used as modeling algorithms. Three approaches are being
tested - simulation using only molecular properties (MP), encoded representation of the
SMILES molecule, and a combination of both input data types.

Authors of work [16] developed an integrative forecasting tool SUPREME using graph
neural network methods, where several data modalities are combined into graphically structured
data. The study [17] proposes a novel Heterogeneous Graph Convolutional Neural Network
(HGCNN) for processing complex brain fMRI data at regional and interregional levels.
Frequently used graph neural networks, their training methods and common datasets for them
are described in detail in [18].

The study [19] proposes an artificial intelligence framework for predicting blood pressure
using deep convolutional neural networks. During the study, pulse wave signals were extracted.
They then trained and compared nine artificial neural networks and selected the prediction
model with the best performance, with a high true prediction ratio.

Convolutional neural networks were also used in [20] for the classification of medical
images. The CNN is optimized using different versions of the evolutionary algorithm. The goal
is to increase the performance of the algorithm to more than 90%.

Another work [21] proposes the use of neural networks to accelerate the process of early
disease detection, in particular cancer. Here are several new adaptive neural networks that
integrate genomic knowledge into their architecture, improving diagnostic efficiency and
computational speed while reducing computational costs.

In article [22] authors use machine learning and artificial neural network algorithms are used
to estimate gender by parameters obtained from the upper dental arcade. In the course of the
study, the scientists obtained a high level of accuracy as a result of 500 times training with the
Multilayer Perceptron Classifier (MLCP), which is an artificial neural network (ANN) model. In
[23], a special convolutional neural network was developed to identify key breast features that
are commonly used in plastic surgery to assess symmetry. As a result, the trained program was
successfully able to detect the key signs by almost 100%.

Quantum support vector classifiers and quantum neural networks have been trained on
various sets of clinical and real-world data. This includes research on the creation of new
molecular objects as drug candidates, diagnostics based on the classification of medical images,
prediction of patient resistance, prediction of treatment effectiveness and adaptation of radiation
therapy [24].

In [25], the Enhanced Leader-Based Hybrid Optimization (EHLBO) algorithm is used to
tune the parameters of compressed convolutional neural networks. The ECCHLO model is
being explored and tested on four datasets, namely: SARS-COV-2, Covid-19 X-ray database,
Covid-CT datasets, and Covid-19 images. The accuracy of these four datasets is 99.6%, 99.5%,
99.3% and 100% respectively, which is higher than other methods.

The authors [26], taking into account the large amount of complex morphology and the lack
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of publicly available sets of visual data of Tibetan medical materials, proposed an effective
mechanism of interdimensional attention, the Dual-Kernel Split Attention module (DKSA),
which can be integrated into various backbone architectures to improve model performance. In
work [27] described the development of a branched visible neural network that combines two
heterogeneous neural networks. The structure of the first neural network reflects the hierarchical
organization of cellular subsystems. During training, this neural network learns the behavior of
cellular subsystems. The second neural network is fully connected and models the chemical
structure of each drug. These two neural networks are connected to a series of small, fully
connected layers.

Research methods. An experimental study of the algorithm of morphological classification
of clinical and hematological syndromes based on neural networks was implemented on the
basis of the following indicators of blood and gender of the patient:

* Gender - gender (0 - male, 1 - female)

» Hemoglobin - hemoglobin content (g/dl)

* MCH - average hemoglobin in the cell (pg)

* MCHC - average erythrocyte hemoglobin concentration (%)

* MCV - average erythrocyte volume (fl)

* Result - result (0 - no anemia, 1 - there is anemia)

The distributions and values of the data are shown in the diagrams in Figure 1.

When a patient's hemoglobin is below normal, it is important to determine whether the red
blood cells have a normal size and whether the concentration of hemoglobin in them is normal.
These measurements, known as red blood cell indices, provide important information about
different types of anemia.
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Figure 1. Distributions and values of data by gender

Mean Corpuscular Volume (MCV) measures the average size of individual red blood cells.
If the MCV is low, the cells are microcytic or less than normal. Microcytic erythrocytes are
observed in iron deficiency anemia, lead poisoning and genetic diseases of thalassemia major
and minor. If the MCV is high, the cells are macrocytic or larger than usual. Macrocytic
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erythrocytes are associated with pernicious anemia and folic acid deficiency. If the MCV is
within the normal range, the cells are called normocytic. A patient with anemia will have
normocytic anemia as a result of acute bleeding.
Mean Corpuscular hemoglobin (MCH) measures the amount or mass of hemoglobin present
in a single red blood cell. The result is reported by a very small weight, called a picogram (pg).
The distributions and values of hemoglobin and MCH are shown in the diagrams of Figure 2.
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Figure 2. Distributions and values of hemoglobin and MCH index

The mean corpuscular hemoglobin Concentration (MCHC) measures the proportion of each
cell occupied by hemoglobin. MCH and MCHC are used to assess whether red blood cells are
normochromic, hypochromic or hyperchromic. MCHC less than 32% or MCH less than 27%.
indicates a deficiency of hemoglobin in red blood cells. This situation is most often observed
with iron deficiency anemia.

Normal values of MCV: Men: 80-98 fl (femtoliters), Women: 96-108 fl; MCH — 17-31 pg
(picograms); MCHC - 32-36%.

The distributions and values of the MCH and MCV indicators are shown in the diagrams in
Figure 3.
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Figure 3. Distributions and values of MCHC and MCYV indicators
Thus, the data contains a sufficient number of both positive and negative results for training.
The input indicators are mostly homogeneous and balanced.
For a better study of the initial data, a correlation matrix was constructed, establishing the
dependence of the result (the presence of anemia) on the initial variables (indicators of
biochemical blood analysis). The resulting correlation matrix is shown in Figure 4.
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Figure 4. Correlation matrix of indicators of morphological classification
of clinical and hematological syndromes

That is, the presence of anemia is mainly determined on the basis of gender and hemoglobin
level, and to a lesser extent by other indicators.

To classify the presence of anemia based on blood counts, it does not require the search for
complex patterns and a neural network, so we chose logistic regression (as a built-in scikit-learn
method). To calculate the final accuracy, cross-validation is used: the data set is divided into
five parts, and in turn each of them is used for validation, and the rest for training the model.
That is, in each case, 20% of the data is used for verification. The resulting accuracy (5
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indicators in total) is averaged, and from here the final accuracy is obtained. In the resulting
model, it was 99.1%. Figure 5 shows the error matrix, which indicates that the model falsely
named anemia 11 times, and 1 time — did not identify it. In the remaining 1409 cases, the correct
diagnosis was established.

Matrix for Logistic Regression

- 700

-600

200

100

Figure 5. Error Matrix

Conclusion. To date, there is a large volume of hematological medical data collected as a
result of medical tests. A lot of research is being done to gain knowledge from this data using
data mining techniques. For example, the authors [28] conducted three experiments with the test
blood dataset using three classifiers: a decision tree, rule induction, and a naive Bayesian
approach. The results showed that the naive Bayes classifier has a greater ability to predict
blood disease than the other two classifiers.

Deep machine learning for CDS indicators will improve the efficiency of differential
diagnostics and apply it to the development of algorithmic and software for an intelligent system
to support clinical decision-making [29].

Thus, machine learning technology is becoming an important tool in the development of new
high-tech and personalized approaches to the management and monitoring of CDS [30].

The results of the project can be further used in appropriate tests in medicine, to monitor the
condition of patients from risk groups (patients with diabetes, Iron deficiency anemia, Anemia
of a chronic disease, cardiovascular diseases, pregnant women, etc.) for the purpose of
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emergency response of monitoring organizations and timely medical care.
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