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Annotation. Aspect-oriented sentiment analysis plays a crucial role in understanding users' opinions
and sentiments towards specific product or service features. This study investigates intelligent algorithms
for aspect-oriented tone analysis of user text messages, focusing on smartphone reviews as a case study.
The study includes data collection and preprocessing, studying the methods and performance of models
for aspect extraction and tone analysis. The performance of these models was compared on test datasets
containing customer reviews. For aspect extraction, we combine cross-lingual syntactic analysis with topic
models to improve accuracy over the combination of Russian-language syntactic analysis and topic
models. In particular, the BERT transformer-based model, BER Topic, shows high performance in aspect
detection due to its ability to understand the context in sentences. In the sentiment analysis task, the
RuBERT-tiny model based on the BERT transformer outperforms the others, showing higher accuracy in
sentiment classification in smartphone reviews. This study provides valuable insights into aspect-oriented
tonality analysis, emphasizing the importance of selecting appropriate methods and approaches. The
results provide researchers and practitioners with recommendations for effective aspect-oriented tonality
analysis.

Keywords: Sentiment Analysis, Natural Language Processing (NLP), Machine Learning, Aspect
Extraction, Text Analytics.

AHOamna. Acriekmiee 6ardapnaHraH KeHin-kyl mandaysi natidanaHywsinapobiH HaKkmbl 6HIM Hemece
Kbi3Mem cunammamarsapbiHa KambiCmbl MiKiprepi MeH KeHin-KylnepiH myciHyde MaHbi30bl pen
amkapalbl. byn 3epmmey XyMmbicbiHOa naddanaHyuwbl MomiHOIK xabaprapbiHbiH acrekminepae Heais-
OenzeH moHanelOblfbiH manday b6olblHwa uHmennekmyandel anzopummoepi 3epmmendi, Mbican
peminde cmapmaboHOapra KanoblpbliFaH rnikipaep KondaHbiidbl. 3epmmey XyMbicbl depekmepdi XuHay
)XoHe andbiH ana eHOeydeH, acriekminepOdi wWhbirapy xoHe MoHabObiIbIKMbl manday ywiH adicmep MeH
modenb0ep muimodiniciH 3epmmeydeH mypadbl. byn modenbdepdiH muimdiniei naddanaHyuwbinapobiH
niKiprepiH KaMmumbiH mecminik depekmep XubiHMblfbiHOa canbicmbipbiiObl. Acriekminepdi wbiFapy
YWiH minaparnblK CUHmMakcucmik marndayObl XoHe makbipbinmblK Modenboep 6ipikmipindi, 6yn opsbic


https://www.scopus.com/authid/detail.uri?authorId=57105383700
mailto:gzhomartkyzy@edu.ektu.kz
mailto:manapov.ildar123@gmail.com
mailto:aurkumbaeva@edu.ektu.kz
mailto:mrakysheva@edu.ektu.kz
mailto:umoh.o@edu.ektu.kz
mailto:madina9959843@gmail.com

«BECTHUK BKTVY» 212 Ne 4, 2023

miniHdeai cuHMakcucmik manday mMeH makbipbin ModenbOepMeH canbicmbipraHOa 0andikmi xorapramy
makcambiHOa opbiHOandsl. Aman atumkaHd0a, BERT mpaHcegopmepiHe HeeizdeneeH BERTopic moderni
cetinemlepdeai KOHmMeKcmi myciHy kacuemiHe b6alinaHbicmbi acriekminepdi aHbikmayda XXOofFapbl muim-
Ainikmi kepcemmi. KeHin-kytidi manday mariceipmacsiHoa BERT mpaHcgopmepi HezisiHOeei RUBERT-tiny
modeni nikiprep moHanbObibIFbIH Knaccugukayusnayda xofapbl 0andikmi kepcemin, 6acka mModerib-
OepdeH bacbim Hamuxxenep ycbiHObI. byn 3epmmey calikec adicmep meH macindepdi maHOayobiH
MaHbI30bINbIFbIH Kepceme OmbIpbir, acriekminepae HeezisdenzeH moHanbOblIbIKMbl manday myparbi
KyHObI Oepekmepdi ycbiHadbl. 3epmmey Hemuxenepi 3epmmeywinep MeH maxipube xypaisywinepae
acriekmize Hezis0ernzeH moHanbObibiKkmbsl muiMOi manday 6olibiHwa ycbiHbicmap ycbIHaob!.

Tylin ce30ep: moHandbikmbl manday, maburu mindi eHoey (NLP), MawuHamMeH OKbimy, acrexkmi-
nepdi wibiFapy, MemiHoi manday.

AHHOmMauyus. AcrneKkmHo-opueHmuUpPOBaHHbIl aHanu3 HacmpoeHul uspaem pelwaruwyo posb 8
MOHUMaHUU  MHEeHUU U HacmpoeHul  rfonb3oeamersnel N0 OMHOWEHUK K  KOHKPEeMHbIM
XxapakmepucmukaMm npodykmoe unu ycnye. B amom uccrnedosaHuu npousgsodumcsi uccriedogaHue
UHmMennekmyarsbHbIX an2opummos 07 acreKmHO-OpUeHMUPOBaHHO20 aHarnu3a MmoHabHoCmuU
10/1b308amMesIbCKUX MEKCMO8bIX COObWeHUl, OpUeHMUPYSICb 8 Kadyecmee rnpumepa Ha Oma3bl8bl Ha
cmapmapoHbl. MiccnedosaHue eknoyaem 8 cebs cbop OaHHbIX U ux npedsapumeribHyto 06pabomky,
usyyeHue memodos u rfpouszgodumesibHocmu modenel Onsi u3esiedeHuUsi acriekmoe U aHasu3a
moHanbHocmu. OghghekmusHocmb amux modesiell cpasHusasiacb Ha mecmosbix Habopax OaHHbIX,
codepxxaujux oma3abi8bl KnueHmos. [ns u3eredyeHusi acrekmos Mbl KOMOUHUpYeM MeXbs3biKogoU
CUHMakKcu4YecKkul aHanu3 ¢ meMamu4yeckuMu MoOoesnsamMu, Ymobbl yryHuiums MOYHOCMb M0 CPaBHEHUI
¢ KombuHayuel pyCCKOSI3bI4HO20 CUHMAaKCU4YeckKo2o aHanu3a u memamuyeckux wmoodenel. B
yacmHocmu, MolOenb Ha OcHoge mpaHcgopmepa BERT - BERTopic, 0emoHcmpupyem 6bICOKYH
npousgodumersnibHOCMb npu onpedesieHuUU acnekmoe bnazodapss ee crnocobHocmu MOHUMame
KOoHmekcm 8 npednoxeHusix. B 3adavye aHanuza HacmpoeHul modenbs RuBERT-tiny Ha ocHose
mpaHcepopmepa BERT npesocxodum Opyeux, OemMoHcmpupysi ©6osiee 8bICOKYHO MOYHOCMb
Knaccugukayuu HacmpoeHul 8 om3bigax Ha cmapmaoHbl. [aHHoe uccredosaHue Oaem UEHHYH
uHbopmayuto 06 acrneKkmHo-opueHMUPOBaHHOM aHallu3e MmoHanbHOCMU, Mod4YepKusasi 8aXHOCMb
ebibopa nodxodswux memodos u nodxodos. Pe3ynbmambi Oarom uccrnedosamesnsaM U Mpakmukam
pekomeHOayuu no 3¢chgheKmu8HOMY acreKmHoO-opUeHMUPO8aHHOMY aHaslu3y MoHaslbHOCMU.

Knrodeenle cnoea: aHanu3 moHanbHocmu, obpabomka ecmecmeeHHoz20 si3blka (NLP), mawuHHoe
obyyeHue, usgreyeHue acrnekmos, aHanu3 mexkcma.

Introduction. Today, product reviews can significantly influence the decision-making pro-
cess of customers. They serve as an invaluable resource, offering information about product
features, strengths and weaknesses, helping customers make informed purchasing choices.
Positive reviews build confidence in a product, while negative reviews can potentially
weaken it.

Analyzing the tone of customer reviews is an important task to understand how customers
perceive and interact with products. The main purpose of tone analysis is to categorize the
sentiment expressed in the text as positive or negative [1].

However, simply analyzing tone alone may not give a complete picture. A review may be
negative in general, but positive about certain aspects of the product, because in most cases, it is
not the object as a whole that people are expressing their opinions about. For this reason, the use
of aspect-oriented tone analysis is useful.

Aspect-oriented tone analysis focuses on determining the sentiment expressed in relation to
certain aspects of the object the text is about [2, 3]. An aspect can be a product characteristic, a
service attribute, or any other aspect of the analyzed object. In the context of smartphone
reviews, aspects can be various features or characteristics of a smartphone that the reviewer
evaluates, such as camera, battery capacity, and memory.

Aspect-level tone analysis can help companies understand what customers like or dislike
about their products and increase customer satisfaction, ultimately increasing sales. In addition,
aspect-level tone analysis can help a company tailor product advertising to emphasize the
strengths of the product.
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Materials and methods of research The aspect-oriented tonality analysis consists of the
following steps:

1) Raw Data Collection involves collecting unstructured raw data from various sources in
their raw, unprocessed form for use in the ongoing aspect-oriented tone analysis. Smartphone
reviews are used as the collected data in this study [4].

2) Pre-processing of collected data involves a series of steps applied to the collected raw
data to convert it into a "clean", structured format suitable for further analysis [5].

3) ldentifying aspects in the documents of the pre-processed dataset - involves identifying
an aspect in each document of the pre-processed dataset. For this purpose, topic modeling
techniques such as Latent Dirichlet Distribution (LDA), Gibbs sampled Dirichlet mixture model
(GSDMM) or BERTopic are used. The output of this step is the aspect information contained in
the documents of the pre-processed dataset.

4) Aspect-oriented analysis of the tone of certain aspects - focuses on assessing the
sentiment expressed in relation to each aspect defined in the text.

Consider each stage of this study:

Collection of "raw" unprocessed data. For this study, smartphone reviews were collected
from two different sources to ensure diversity in the data set. The first source was a well-known
in Kazakhstan online store "White Wind", specializing in the sale of various electronics,
including smartphones. Web page scraping was used to collect feedback from the pages of the
online store [6]. In order to increase the diversity of the collected data, it is supplemented with
reviews from the THEO VALL dataset from the Kaggle website. This dataset contains raw
"raw" reviews from various online stores. The composition of the dataset is shown in Figure 1.

Collected «raw» reviews from
websites

A sct of «raw» data for
analysis

Dataset with raw reviews from
Kaggle

Figure 1. Composition of the dataset for aspect-oriented tonality analysis

1. Pre-processing of collected "raw" data [7, 8].

Preparing the collected data for analysis required several pre-processing steps to ensure that
they were in a suitable form.

The raw data collected from different sources required pre-processing to make them suitable
for analysis. Several important steps were taken to prepare the data for aspect-oriented
sentiment analysis.

a. Tokenization:

In the first stage of data preprocessing, tokenization into sentences was performed. The
feedback was divided into separate sentences, which will provide a more accurate and detailed
analysis.

b. Extracting aspectual phrases:
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Then, aspect phrases are extracted, which are certain phrases or expressions that convey
information about certain aspects or characteristics of the smartphone under discussion. For
example, in the sentence "This phone has a bad camera”, the aspect phrase would be "bad
camera".

The process of aspect phrase extraction included the following steps:

1) English translation: to ensure compatibility of Russian-language reviews with English-
language tools, we translated tokenized sentences from Russian to English using Google
Translate API.

2) ldentification of aspect phrases. In order to remove unnecessary words and identify aspect
phrases, the English translated sentences were syntactically analyzed using spaCy parser, which
proved to be very effective for English texts. This step involved identifying syntactic links and
relations in the text in order to eliminate unnecessary words and highlight key phrases.

3) Reverse translation into Russian: Aspect phrases received in English were translated back
into Russian using Google Translate API.

4) Word2Vec synonym substitution: In order to preserve the semantic integrity of the
original Russian-language reviews, Word2Vec was used to find synonyms of the translated
words [9]. This step aims at preserving the semantic integrity of the original Russian-language
reviews, since in the process of translation from English into Russian, the translator may replace
some words with synonyms, which may affect the quality of aspect detection in aspect phrases
later on.

Word2Vec compared each translated word with the original Russian word, and if a synonym
with high cosine similarity is found, it replaces the word in the translated aspectual phrase. This
approach ensures cohesion and thematic consistency of the phrases throughout the analysis.

c. Data cleaning and transformation:

The last stage of preprocessing is to clean the aspect phrases from inconsistencies and
random "noise". This process includes removing special characters, empty strings and values,
duplicates and stop words from the dataset.

Results of preliminary data processing

The results of data preprocessing are plotted in Table 1, which shows the number of
documents in the dataset and the size of the dataset before and after preprocessing.

Table 1. Pre-processing results of the collected unstructured raw data

Data Set Number of documents Data set size
Before pretreatment 478 411 319,708 KB
After pretreatment 604 851 479 249 KB

The pre-processing results of the collected raw data showed a significant increase in the
number of documents from 478,411 to 604,851 documents. Splitting the feedback into
sentences and extracting aspect phrases increased the number of documents in the raw dataset to
604,851 documents, as each aspect phrase became a separate document in this dataset. The size
of the dataset also increased from 319,708 KB to 479,249 KB.

After completing the data preprocessing step, the next important step in the study is to
extract aspects from the aspect phrases obtained earlier. For this purpose, topic modeling
techniques including Latent Dirichlet Allocation (LDA), Gibbs sampled Dirichlet polynomial
mixture (GSDMM) and BERTopic are used. These methods allow us to identify and categorize
the main themes or aspects present in smartphone reviews.

The most popular topic modeling approach is Latent Dirichlet Distribution (LDA), which is
a generative probabilistic model algorithm that reveals latent variables representing abstract
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topics to control document semantics [10]. LDA assumes that each document is a mixture of
different topics, and each topic represents a probability distribution over a set of words.

GSDMM is another topic modeling approach that uses Gibbs sampling for faster
convergence of the extracted topics. GSDMM is an extension of the Latent Dirichlet
Distribution Algorithm (LDA) and is specifically designed for topic detection in small
documents, assuming there is only one topic in the document [11]. GSDMM can be particularly
useful for textual data where the number of clusters or topics is not known in advance, as it
automatically determines the number of topics from the data. The algorithm of GSDMM is
presented in Figure 2.

Distribution of document topics
(Dirichlet allocation)

]

Updating the distribution of
document topics
(Gibbs sampling)

Convergence not
achieved

Convergence
check

Convergence
achieved

Outputting documents and their
topics

Figure 2. Algorithm of GSDMM operation

GSDMM uses the latent Dirichlet distribution and Gibbs sampling in its work.

First, each input document is assigned an initial topic based on a Dirichlet distribution. Gibbs
sampling is used to update, at each iteration of the document traversal, the topic assignments for
the documents in the corpus based on document words and topic words. The document selection
at each iteration is randomized and its topic assignment is updated based on the words in the
document and the current topic. This process is repeated for a given number of iterations until
the topic and word assignments converge to a stable solution, stable topic convergence.

BERTopic is a topic modeling technique that uses transformer-based language models such
as BERT (Bidirectional Encoder Representations from Transformers) for efficient and accurate
topic modeling. BERTopic identifies clusters of similar documents and categorizes them into
topics based on their semantic similarity [12].

BERTopic is a variant of the Latent Dirichlet Distribution Algorithm (LDA) topic modeling
algorithm that identifies clusters of similar documents and assigns them to topics.

The stages of BERTopic's operation are summarized in Figure 3.
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dimensionality Spatial Extracting
reduction clustering keywords

Embedding

Figure 3. Stages of BERTopic operation

The operation of the algorithm can be visualized as 4 steps:

1. Embedding. This step converts text documents into numerical vectors called embeddings.
Each embedding represents the value of a text document and is used to compare similarities
between different documents.

2. Dimensionality reduction. To reduce the dimensionality of vectors and computational
complexity, UMAP (uniform manifold approximation and projection) method is used, which
preserves the local and global structure of multidimensional data by allowing similar documents
to be grouped together.

3. Spatial clustering. It involves clustering attachments into groups (topics) based on their
similarities. For clustering, BERTopic uses HDBSCAN spatial clustering, which identifies
clusters based on the density of attachments.

4. Extracting keywords. Allows to extract the most important words for each topic using the
c-TF-IDF method.

Three topic models, LDA, Dirichlet Multinomial Mixture model-based approach for short
text clustering (GSDMM) and BERTopic, were used to implement the above topic modeling
methods [13, 14].

After the aspect extraction step, the next important step in aspect-based tone analysis is tone
analysis. The aim is to identify the sentiment polarity (positive or negative) associated with each
aspect discussed in smartphone reviews. For this purpose, this study uses three different models
for tone analysis: the SVM, LSTM and BERT support vector method.

SVM is a popular supervised machine learning method used for tone analysis problems [15].
SVM is effective for linear and nonlinear problems. SVM is particularly effective for binary
classification tasks, where the goal is to separate the data into two classes or groups.

The basic idea of SVM is to find the optimal hyperplane that best separates data points
belonging to different classes in the feature space. A hyperplane is a decision boundary that
separates data points belonging to different classes in the feature space.

LSTM (Long Short Term Memory) is one of the most common types of recurrent neural
network (RNN), which is commonly used in natural language processing tasks [16].

Unlike traditional feed-forward neural networks, which process data in a unidirectional
stream, LSTM has the ability to store and utilize information from previous time steps, allowing
it to capture long-term dependencies in the data. This ability allows LSTM to capture the
context and emotional nuances of language, making it a powerful tool for analyzing tone.

BERT is a state-of-the-art natural language processing method that utilizes transformer-
based language models [17].

BERT uses a bidirectional approach, considering both the left and right contexts of words in
a sentence, allowing it to capture complex linguistic nuances and relationships between words.
By understanding contextual relationships, BERT can capture subtle nuances, enhancing its
ability to effectively discern tone in text.

Implementation of runtime tone analysis methods using SVC [18], LSTM [19] and
RUuBERT-tiny [20] models.

Results and discussion. This study compared the performance of three topic modeling
methods for extracting aspects from smartphone reviews in combination with a cross-lingual
parser. Each model was trained on a subset of randomly selected 100,000 reviews from the
dataset and evaluated on four criteria: number of extracted smartphone aspects, coherence score,
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algorithm training time, and aspect detection accuracy on test data.

Table 2 shows the comparison results of different topic modeling technigues for aspect extraction
combined with a cross-lingual parser. Evaluation metrics include the number of identified smart-
phone aspects, consistency score, training time, and aspect identification accuracy on the test dataset.

Also for comparison, Table 3 shows the results of the comparison of thematic models, but

using the Russian-language parser instead of the cross-lingual one.

Table 2. Results of comparison of thematic models for aspect detection in
combination with a cross-lingual parser

N . Algorithm Accuracy of aspect
Model Highlighted aspects | - Consistency training time detection on test data
of smartphones assessment :
(min) (%)
1. LDA 7 0.38 18 56.7
2. GSDMM 8 0.46 32 61.9
3. BERTopic 8 0.55 43 735

The results obtained in Table 2 show that GSDMM and BERTopic identified the highest
number of aspects, identifying eight aspects. They are followed by LDA with seven aspects.

Consistency score [21] is a metric used to assess the quality of the topics extracted by the
models. A higher consistency score indicates more reliable and stable results. BERTopic
showed the highest consistency score of 0.55, indicating more reliable aspect identification
compared to LDA (0.38) and GSDMM (0.46).

In terms of training time, BERTopic required the longest training time: 43 minutes. GSDMM
had a training time of 32 minutes, while LDA was the fastest, completing training in 18
minutes. Although LDA was the fastest, it had the lowest consistency score, which is more
important than the training speed.

BERTopic achieved the highest aspect detection accuracy on the test data, scoring 73.5%.
GSDMM followed with 61.9% accuracy, while LDA showed the lowest accuracy at 56.7%.

Table 3. Results of comparison of thematic models for aspect
detection in combination with the Russian-language parser

Highlighted Consistenc Algorithm Accuracy of aspect
Model aspects of y training time detection on test data
assessment ;
smartphones (min) (%)
1. LDA 7 0.38 17 56.4
2. GSDMM 8 0.47 35 61.8
3. BERTopic 8 0.56 47 72.2

Next, let's analyze and compare the results from both tables:

Comparing the results, it can be said that they are almost the same between the two tables:
thematic patterns in combination using cross-lingual parsing (results are shown in Table 2) and
thematic patterns in combination using Russian-language parser (results are shown in Table 3).

All topic models identified the same number of aspects: the LDA identified 7 aspects, while
GSDMM and BERTopic identified 8 aspects each.

In Table 1, the BERTopic model achieved the highest consistency score of 0.55, indicating
that the aspects extracted by BERTopic were more consistent compared to LDA (0.38) and
GSDMM (0.46).

In Table 2, the results are similar, with BERTopic again receiving the highest consistency



«BECTHUK BKTVY» 218 Ne 4, 2023

score of 0.56, and LDA and GSDMM receiving 0.38 and 0.47, respectively.

In terms of training time, LDA is the fastest to train in two tables. On the other hand,
BERTOopic, being a more complex model, requires longer training time compared to GSDMM
and LDA.

In terms of aspect detection accuracy on the test data, BERTopic again demonstrates the
highest accuracy among the three models in both tables. BERTopic's high performance in
accurate aspect detection signifies its ability to better understand the nuances of language in
smartphone reviews.

Having analyzed the results of aspect extraction using different topic modeling models, we
move to the tone analysis phase. In the next stage of our study, we evaluate the effectiveness of
different sentiment analysis models for classifying the sentiments expressed in smartphone
reviews.

Table 4 shows the comparison results of three sentiment analysis models, SVC, LSTM and
RUBERT-tiny for sentiment classification. The metrics used to evaluate the models are
accuracy, completeness and F1 score, and the table is divided into two classes representing
negative and positive sentiments. The best score values are highlighted in bold.

Table 4. Results of quality comparison of models for tone analysis

Class Model Precision Recall F1-Score
1.SVC 0.77 0.77 0.77
0 2. LSTM 0.83 0.85 0.84
3. RUBERT-tiny 0.83 0.90 0.86
1.SvC 0.76 0.76 0.76
1 2. LSTM 0.85 0.83 0.84
3. RUBERT-tiny 0.89 0.82 0.85
For Class 0:

Among the three models, the LSTM and RuBERT-tiny models achieved higher accuracy
(0.83 and 0.83, respectively) compared to the SVM model (0.77).

The RUBERT-tiny model achieved the highest completeness value (Recall) of 0.90, followed
by the LSTM model (0.85), and the SVM model had a completeness of 0.77.

In terms of F1-score, the RUBERT-tiny model had the highest score (0.86), followed by the
LSTM model (0.84). The SVM model had an F1-score of 0.77.

For Class 1:

The RuBERT-tiny model achieved the highest accuracy (0.89), followed by the LSTM
model (0.85), and the SVM model had an accuracy of 0.76.

The LSTM model achieved the highest completeness (0.83), followed by the SVM model
(0.76), and the RUBERT-tiny model had a completeness of 0.82.

In terms of F1 score, the RUBERT-tiny model had the highest score (0.85), followed by the
LSTM model (0.84). The SVM model had an F1 score of 0.76.

Overall, the RuBERT-tiny model shows the most balanced performance with high
completeness and accuracy for both sentiment classes.

Conclusion. In conclusion, the results of the study showed that the combination of cross-
language parsing with BERTopic outperforms Russian-language parsing with BERTopic,
achieving higher accuracy on the test data. This emphasizes the effectiveness of this
combination and the enhanced context understanding capabilities of BERTopic for more
accurate aspect identification.
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In addition, the study compared the SVC, LSTM, and RUBERT-tiny models for sentiment
analysis, with RUBERT-tiny achieving the highest accuracy. These results make a valuable con-
tribution to the selection of suitable methods for solving the problem of aspect-based tone
analysis.

Overall, this study emphasizes the importance of selecting appropriate methods and
approaches for aspect extraction and sentiment analysis. The combination of cross-lingual
syntactic analysis with BERTopic is found to be more effective than other models in aspect
extraction, and RUBERT-tiny shows high accuracy in the tone analysis task.
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