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Abstract. The abrupt shift toward remote learning has compelled digital education creators to reexamine
learning tool design. A core priority is enhancing quality and efficacy amid this transition [1]. When developing
digital learning centers, accounting for digital-native learners' needs is crucial. This analysis proposes
realigning didactic principles to boost self-directed mathematics proficiency.

DLRs now constitute primary, not auxiliary, learning instruments. Their creation should focus on
nonlinear, multifaceted architectures enabling personalized content [2]. DLRs can potentially be transformed
via cognitive-focused, modular, inverted, and gamified approaches.

This study explores optimal machine learning techniques to implement artificial intelligence-based
systems aimed at raising math instruction effectiveness for both online and offline contexts. Core principles
for developing intelligent self-directed resources to teach mathematical problem-solving and assess
retention are discussed.

The suggested methods foster creating next-generation DLRs with unified, learner-adaptive structures.
Applying these techniques also upholds individualization, critical for distance learning. Overall, the
approaches aim to produce intelligent systems tailored for Generation Z's at-home self-study needs. The
analysis provides initial examples of DLRs embracing these approaches.

Keywords: mental approach, transformer textbook, inverted textbook, computational primitive, mental
schemes, gamification.

AHOamna. KawbikmbikmaH okbimyfa kewy caHObIK 6inim 6epydi xacaywbinapdbl OKy KypandapbiHbiH
Ou3saliHbIH Kalima KapayFra maxxoyp emmi. OcbiHOal Kewy xardalibiHOa OKbimyOblH canacbkl MeH muimoirniaiH
apmmeipy Heeizai 6acbiMObIK 605bin mabbinadsl [1]. Lughpribik oKy opmarnbikmapbiH 83ipriey Ke3iHoe
«yubpnbik  abopuzeHOepdiH» KaxemminikmepiH ecernke any eme MaHbl30bl. Ocbl mandayda
MamemamukaHbl 63 6emiHwe MmeHaepyOdiH muimdiniaiH apmmeipy ywiH dudakmukarnbiK KaruGammapOb!
Kalima KypyObl ycbiHaobl.

JOP kasip Hezizei oKbimy KypandapbiHbiH, eMec KocasKbl KypandapbiHbiH persniH amkapadsl. Onapobi
Xacay KesiHOe CbI3bIKMbIK eMec, KernmeaeH hopmammapra Heeaid0erizeH akrnapammaiK cananapra Ha3ap
ayOapraH xeH [2]. HOP mu kabbindayra barbimmariraH, MoOynbliK, Kepi, XoHe eelmugbukayusinaHraH
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macindep apKbinbl e32epmisnyi MyMKiH.

byn 3epmmey oHnalH xeHe oghrialiH MoHMamiHOepde Mamemamuka okbImyObiH muimoOinieiH apmmaipyra
barbimmanraH xacaHObl UHMersnnekm HeeisiHdeai xylenepdi eHei3ydiH OHmalsbl MauwuHarblK OKbimy
macindepiH 3epdenelidi. Mamemamukarbik ecenmepdi wewyae ylpemy xoHe 6inimOi 6axbinay ywiH
UHmMernnekmyarnobl 63iH-63i OKbiImambiH pecypcmapObl OamblimyObiH Heaisai Karudanapbl maskbiiaHaobl.

¥cbiHbinFaH edicmep keneci 6ybiH [JOP xacayra, onapObiH OGipbiHral, okbimyuwibira 6elimOenzeH
KypbinbiMOapbiH OambimyFa biknan emedi. byn macindepdi KondaHy KawblKmaH OKbImy YWiH MaHbI30bl
JKeKe OKbimy KaruGambiH cakmayra MyMKiHOiKk 6epedi. XKannbl anraHOa, ocbl macindep Z yprnakmeiH yltde
63iH-63i OKbIMY KakemminikmepiHe barOapriaHraH uHmernnekmyanosbl xylenep xacayra barbimmarraH.
Tandayda ockl macindepdi natidanaHamsiH DLR-0iH anrawkbi Mbicandapbl KenmipinaeH.

Tytlin ce30ep: ricuxukarsblK Macin, mpaHcghopMamopriblK OKY/bIK, UH8epmmesneaeH OKyIblK, ecenmey
npumMumusi, ncuxukarbelK cxemanap, eelimMmugbukayusi.

AHHOmauyus. Pe3kuli nepexod k ducmaHUUOHHOMY 0by4YeHur 3acmaeusn cosdamersnel yugposoeo
obpasoeaHusa nepecmMompems Ou3aliH y4ebHbix nocobuli. OCHOBHbIM MPUOPUMEMOM SAB/Iemcs
rosbiweHuUe kadecmeaa u achghekmueHOCmMU 0bydYeHUs 8 yCriosusix makoeo nepexoda [1]. MNpu paspabomke
Uugposbix y4ebHbIX UeHmMpos KpaliHe saxeH yyem rnompebHocmel «uyughposbix abopuzeHos". B daHHOM
aHanusze npednazaemcsi  u3MeHumb  Oudakmuyeckue  MPUHYUNbl  Ons  NO8bIWEHUs]  YPOBHS
camMocmosimesibHo20 0C80EHUSI MameMamuku.

B Hacmosiwee epemsi L|OPbiI s.8n5i10mcsi OCHOBHbIMU, @ He 8crioMo2amesibHbIMU cpedcmeamu
06yyeHusi. Ux cozdaHue O0mKHO bbimb OPUEHMUPOBAHO Ha HEMUHelHbIe, MHO202PaHHbIe apXumeKmypbl,
roseonsowue nepcoHanuauposams kKoHmeHm [2]. NMomexyuansHo DLR mo2ym 6bimb npeobpa3osaHsi ¢
TOMOWbI0 KOZHUMUBHO-0PUEHMUPOBAHHO20, MOOY/IbHO20, UHBEPMUPOBAHHO20 U 2eliMuchuyuposaHHO20
nodxo0dos.

B daHHOM uccnedosaHuu paccmampusaromcsi ornmumarsibHble Memodbl MawuHHO20 obyyeHusi Ons
peanusayuu cucmem Ha OCHO8€ UCKYCCMBEHHO20 UHMesfiekma, HarpaesneHHbIX Ha o8blueHuUe
aghgpekmusHocmu 0byyeHUsI MameMamuke Kak 8 oHnaliH, mak u 8 oghnaliH-koHmekcmax. O6cyxdaromcs
OCHOBHbIE MPUHYUIMbI pa3pabomku UHMesiekKmyarsbHbIX caMoHarpasiseMblx pecypcos 0Ors 0bydyeHust
peweHur Mamemamuyeckux 3aday U OUEeHKU yC8OeHUsI Mamepuarna.

lNpednoxeHHble Memoodk! criocobemeytom co3daHuro PCY HO8020 MOKONEHUs! ¢ yHUGUUUPOo8aHHOU,
adanmueHol K y4yawumcsi cmpykmypol. [lpumeHeHue amux Memodoe makxe crnocobcmeyem
UHOuBUOYyanu3ayuu, 4mo O4YeHb 8axHO O QUcMaHYUOHHO20 obydYeHus. B yernom nodxodbi HanpasneHs!
Ha co30aHue UHMesieKmyarsnbHbIX cucmeM, adanmuposaHHbIX K rompebHocmsam rokoneHuss Z 8
OomawHem camoobydeHuu. B aHanuse npusedeHsl nepsbsie npumepsi DLR, ucnonb3youwjux amu nodxookl.

Knrodeeble cnoga: meHmanbHbil 100x00, y4ebHUK-mpaHcgopmep, nepesepHymbil y4ebHUK,
8bI4UCIUMESTbHBIU NPUMUMUS, MeHMaribHbIe CXeMbl, 2elmuchukayusi

Introduction. During the pandemic of widespread forced adoption of distance learning, the
question of the quality and effectiveness of this format of learning has become urgent. From both
research and experience, the principles and quality of the digital learning resources used in
distance learning play a major role. While a proliferation of digital learning resources exists,
evidence indicates many are not optimized for self-directed education despite their prevalence.
The emerging «cognitive revolution» in education points to the need to accommodate students'
individual thinking styles and mental frameworks in the learning process [1, 2]. However, the
mindsets of today's Generation Z students, shaped by digital immersion, can conflict with
traditional knowledge sources and learning formats [3]. Previously, the educational focus was on
broad expertise transfer based on a «knowledge for knowledge's sake» rationale. In contrast,
digital native students tend to use technology to access networked information to solve problems
as needed, embodying a «just-in-time knowledge» mentality. This generational shift calls for
realigning educational resources with how this cohort prefers to gather and apply knowledge [4].

Modern educational tools are rapidly evolving as a synthesis of theoretical frameworks and
empirical findings from teaching practice. This research builds on the influential conception of
mental textbooks incorporating mental maps, originally proposed by Professor N.I. Pak of
Krasnoyarsk State Pedagogical University [5]. Additionally, the search for optimal techniques in
digital education has been extensively developed in the work of scholars such as Zakharova,
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Lapchik, Ragulina, Robert, Blinov, and Henner. Their research has brought greater clarity to
defining core concepts and models related to pedagogical innovation as education undergoes a
transition to digital platforms [6, 7]. The integration of robust theoretical foundations with
evidence-based insights from instructional design continues to advance the development of
modern education tools.

Contemporary educational standards at both the secondary and university levels imply a
transition in instructional priorities toward cultivating students' personal qualities and competencies.
Given this shift, core objectives of computer science, computer engineering, and information
technology curricula now emphasize nurturing algorithmic thinking capabilities. To fulfill these
goals, designing an innovative cognitive learning platform could effectively enhance students'
cognitive skillsets and algorithmic mindsets [7, 8]. This represents a move away from concept-
focused teaching toward directly developing the analytical and computational thinking patterns that
underpin success in technology-oriented fields. Mental algorithmic patterns play a big role in
thinking. Any professional or any other daily human activity requires modeling, accumulation and
analysis of learning information followed by development of algorithm of actions. Individual ability
of an individual to develop and apply such algorithm forms the basis for algorithmic thinking [6].
The need has arisen to develop a new generation of digital tools for interactive learning, creative
development, synchronous and asynchronous distance learning, etc. In their research paper, Andrew
S., E. Waters emphasized important advantages of organizing the learning process using intelligent
computer-based educational systems such as individual approach to the learner, taking into account
his characteristics and interests; the possibility of organizing distance learning; independence of
classroom time, etc. [7].

To date, there are a large number of educational intelligent systems in the world. One of the
most successful ones is «PARIS - Ecole 42» by Nicolas Sadirac. «PARIS — Ecole 42» has an
analogue in Kazakhstan, which is called «Alem school». In this system the learning process is
built on the «peer to peer» model, which allows effectively giving theoretical knowledge and
applied practical skills, but without taking into account the formation of fundamental knowledge
and scientific component, which is very important for further professional development of the
student. The peer-to-peer model lacks self-learning capabilities and expert systems based on this
model are simple. A solution to this problem is proposed in this study.

Approaches to New Generation DER Development

In the course of the study, the authors identified approaches to the transformation of DER
adequate to the mentality of today's Z-generation learners, in order to increase the efficiency of
independent home learning.

A Cognitive-Focused Approach

The cognitive-focused approach conceptualizes learning as a process of shaping and evolving
students’ mental models and knowledge structures through informational exchanges with their
environment [8]. This learner-centered perspective emphasizes the cumulative development of
internal cognitive schemas, frameworks, and patterns as the foundation of meaningful learning.
The cognitive approach places priority on engaging and enhancing students' existing mental
models rather than imposing external frameworks.

Employing a cognitive approach involves two core stages. First, foundational sensory mental
schemas of the subject area are constructed through conceptual models. Next, the images, models,
and concepts are systematized and integrated using language and terminology. This delineates
learning into intuitive and systematic phases. The initial intuitive learning stage focuses on
forming connections between sensory representations and their abstract models. Learners develop
an experiential grasp of the concepts. The second stage contextualizes this intuitive knowledge
within the formal conceptual and semantic system of the subject area. Here, the intuitive
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experience is crystallized and consolidated using official vocabulary and concepts (Figure 1). This
staged development sequentially builds up learners' cognitive faculties and integrative capacities.
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Figure 1. Staging the mental approach to learning

During the initial intuitive learning phase, presenting concepts through mental maps can
provide an accessible starting point [8]. At the systematic consolidation stage, hands-on problem
solving helps cement theoretical knowledge.

Research shows learning is most effective when learners actively construct their own mental
frameworks, rather than passively receiving pre-fabricated schemes [9]. Accordingly, the
cognitive approach focuses on facilitating the organic emergence and evolution of students'
understanding, rather than imposing external models.

Mental textbooks allow intuitive, modeling, and theoretical stages to be integrated, moving
from visual-figurative to conceptual forms. Visual knowledge mapping techniques aid intuitive
comprehension by illustrating connections and causal relationships. Both conventional
visualization methods (e.g., charts, diagrams) and innovative techniques like hyperbolic trees are
applicable. In particular, mind mapping has become a popular cognitive design approach.

A Modular Approach

An additional model for learner-adaptive e-textbooks involves an interactive, modular
framework where content is presented based on users' preferences and changing needs. This
transformative style of textbook allows customizable structuring [10, 11, 12]. Creating such
modular textbooks requires extensive development efforts. Consequently, developing a software
shell to facilitate authoring modular textbooks could provide useful capabilities. Potential
software foundation’s include: (figure 2)
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Figure 2. Structure of the construction of a textbook-transformer

This modular approach enables dynamic textbook architectures that can rearrange content
elements to align with individual learners' cognitive profiles and evolving mastery levels. The
software infrastructure to power such books simplifies implementation for creators.

The modular textbook architecture contains three core components:

A profiling interface clusters learners based on criteria like cognitive style, skill level, memory,
attention span, and reading pace. This enables personalization.

The transformer block houses a array of learning objects for each topic area tailored to the
learner groups identified by the profiling engine.

An interactive control module lets users provide feedback to select the most appropriate
content elements.

This structured approach empowers learners to essentially customize materials to fit their
unique needs and preferences. The modular components work together to adapt resources to
individual learners' capacities and interests.

Inverted Learning Tools

The notion of an "inverted e-textbook™" ties indirectly to the flipped classroom model [13]. This
inversion overturns the conventional linear content structure. Instead, an inverted format employs
a nonlinear, networked architecture driven by inquiry-based nodes. Students explore core
questions to propel their learning pathways through the material (figure 3). This inquiry-led
approach aims to actively engage learners in analyzing and constructing knowledge rather than
passively receiving instruction. The inverted model challenges traditional transmissive teaching
methods in favor of discovery-based, learner-driven resource architectures.
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Figure 3. Structure of a flipped e-textbook

Gamified Learning Tools

Gaming principles are widely recognized as valuable for engaging learners and promoting
knowledge retention. Integrating game elements into e-learning tools can motivate students and
stimulate interactivity [14].

Gamification typically involves applying game-inspired mechanics like point systems,
challenges, and rewards to traditionally non-game contexts [15, 16]. For example, an interactive
software environment could use gamification to structure independent work developing students'
computational thinking and problem-solving abilities. Gamefic interfaces prompt active learning
and discovery through incentive-driven participation.

Overall, leveraging gamification techniques in digital learning resources represents a
promising approach to captivating learners' interest and imagination within educational settings.
Playful, game-inspired systems create opportunities for self-directed learning and mastery
attainment.

Results. In this study, an intelligent learning system model based on sparse matrix factorization
(SMF) is constructed. This method is a key component in many machine learning problems and
there are many applications to solve real world problems such as, recommendation systems,
missing value estimation, gene expression modelling, intelligent learning systems (ITSs) etc.

There are various approaches to solve the SMF problem based on linear algebra and
probability theory. In system design, an incomplete binary matrix of learner performance for a set
of questions assessing the probability of success or failure on unanswered questions is of interest.
This problem is solved using maximum likelihood estimation (MLE), which leads to a binary
convex optimization problem (this formulation is based on SPARFA [MM]). This results in a
complex optimization problem which is difficult to handle due to the existence of many local
minima.

On the other hand, when the learner matrix size increases, the existing algorithms are not
successful, so an efficient algorithm for large matrices is required to solve this problem. This
study uses a parallel algorithm (i.e., a parallel version of SPARFA) developed to solve the binary
convex optimization problem and tested with a series of generated matrices.

Researchers note that there is a significant shift from traditional methods of learning mainly
through textbooks, lectures, etc. to artificial intelligence-based systems that are adapted to each
learner individually [6]. Personalized Learning Systems (PLSs) and Intelligent Learning
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Systems (ITSs) are two more well-known examples of such newly developed learning systems.
In intelligent learning systems (ITSs), performance evaluation, decision making and outputs
(knowledge/skills) and debriefing are controlled in simulations. Intelligent Tutoring Systems
(ITSs) by adapting instructions to tasks including a «Learner Model» simulates the teacher. In
such systems, the student's learning is assessed based on the analysis of their previous work.
The model implementation provides a two-convex maximum likelihood-based solution to the
sparse factor analysis problem (SPARFA). However, the scalability of SPARFA when the
number of questions and students increases significantly has not yet been explored.

The creation of an intelligent learning system is based on the following model.

Let Y denote a binary set of data about the performance of N students on Q questions; hence,
Y is a matrix of size Q X N with the notation Yij = 1(0) if student j answers question i correctly.
The Y matrix is very sparse because there are many questions which are not answered, leading to
incomplete data. One way to estimate the missing values in Y is to decompose Y into matrices
W, C and M so that the function WC+M can estimate the values of Y. Assume that the set of
guestions is associated with a small number of abstract concepts represented by W, where the
weight Wik (vi =1, ..., Qand k = 1, ..., K) indicates the degree to which question i includes
concept k, and K is the number of hidden abstract concepts. Let Ckj(vk=1,...,Kandj=1,.. .,
N) denote student j's knowledge of concept k (C equals the matrix version of Ckj). M-matrix Q x
N representing the intrinsic complexity of each question.

It is assumed that K Q, N, thus W becomes a high, narrow matrix Q x K and C will be a short,
wide matrix K x N.

The study implements the described model.

The developed intelligent system incorporates a bank of math tutorial questions and collects
learner performance data through machine learning networks.

The task module utilizes an Al tutor model with three components: Solver, Simulator, and
Controller. The Solver enables students to tackle problems, view explanations, and see the step-
by-step work. The Simulator generates personalized practice problems and provides feedback or
guidance as needed. The Controller covers administrative functions and adds visualization
capabilities.

Additional psychological and pedagogical principles can be programmed into the system
architecture along with user-friendly interfaces. Overall, the aim is to create a responsive
intelligent platform that adapts to individual learners' evolving needs and comprehension. By
leveraging Al technologies, the system can continually refine instructional strategies based on
performance patterns.

Conclusion

Today's societal challenges alongside the distinct learning needs of students necessitate rapidly
developing new frameworks and models for education. Independent self-directed learning
activities tailored for at-home use are becoming essential. Consequently, digital learning
resources (DLRs) require robust psychological, pedagogical, and didactic design principles.

Rather than supplemental materials, DLRs now represent primary learning tools. Their
architecture should focus on nonlinear, flexible formats enabling personalized learning pathways
responsive to individual needs. As discussed, DLRs can be transformed through cognitive-
focused, modular, inquiry-based, and gamified approaches.

The techniques outlined here facilitate creating intelligent systems that holistically account for
Generation Z's characteristics to deliver customized self-learning. This analysis has provided
initial examples of DLR implementations utilizing these methods. Further innovation in this
direction has the potential to enrich independent learning while empowering learner agency over
individual education journeys. These insights may hold value for DLR developers seeking to
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heighten personalization and outcomes in self-directed education models. Increasingly, creators
must align emerging tools with the cognitive and developmental needs of the students using them.
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