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modern algorithms, software This article examines the study of the modern market of algorithms and
products, software defect software products for working with Bayesian networks. One of the most
prediction, Bayesian network important problems is the prediction of software flaws, which seems to
classification, machine be a necessary area in software development, because it helps creators to
learning. detect and eliminate difficulties before they turn into costly and difficult

to implement errors. Early detection of software flaws focuses on saving
time and money in the software development process and guarantees the
nature of the final product. The purpose of this study is to analyze three
algorithms of Bayesian network theory to classify whether a project is
subject to defects. The selection is based on the fact that the most
commonly used layout in the literature is naive Bayesian, but no Bayesian
networks are used in any work. Thus, K2, Hill Climbing and TAN are
used to build Bayesian networks. The results of various performance
indicators used for cross-validation show that the results of
systematization are comparable to a tree of conclusions and a disorderly
forest, with the advantage that Bayesian algorithms show the least
variability, which orients the technical software to have tremendous
reliability in its forecasts, because the selection of training and testing
information does not give unstable results.

Tyiinai cesaep: TYUIHAEME

3aMaHayu aArTOpUTMAep, bya wmaxasaga Dbaitec >xeaisepiMeH OKyMBIC icTeyre apHaaAraH
OaraapaaMaablk eHiMAep, aATopuTMJAep MeH OaFjapAaMaablK ©HIMAepAiH 3aMaHayM HapBIFBIH
OarjapaaMaabik, 3epTTey  KapacTelpblaadbl. EH  MaHBI3ABI  Maceaseaepain  Oipi-
JKacakTaMa aKayAaphIH OarjapAaMaablK  >KacaKTaMaHBIH — KeMImidikTepin Ooaxay, ©6ya
6oaxay, bariec sxeaiaepi, OarjapAaMaablK >KacaKTaMaHBI 93ipAeyaiH Ka’keTTi cadachl 60ABIT
KaaccupuKarms, KepiHeJi, eliTKeHi 04 93ipaeylridepre KpIMOAT KoHe KUBIH KaTeAiKTepre
MammHaAbIK, OKBITY. alfHaAFaHFa AeWiH KUBIHABIKTapAbl ~aHBIKTayFa KoHe IIeIIyre

KeMeKkTecedi. baraapaaMaablk >KacakraMa akayJapblH epTe aHBIKTay
OarjapAaMaablK >KacaKTaMaHBI 93ipaey KesiHJge yaKbIT IIeH aKIIaHBI
YHeMAelAl >KoHe COHFBl OHIMHIH callachlHa Kemiagik Oepeai. Bya
3epTTeyAiH MaKcaThl-)KoOaJa akayaap Oap->KOFBIH aHBIKTay yiIiH baitec
>Keaiaepi TeOPMACHIHBIH YII aATOPUTMIH Taajay. TaHaay aaebuerte eH
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KONl KOJAJaHBLAaTHIH cXeMa aHraa Daitec >xeaiciHe HerizgeareH, Gipak
elIKaHJal >kyMeIcTa baitec »xeaiaepi koagansramariarel. Ocplaariimma, K2,
Hill Climbing >xene TAN baifec >xeaizepin Kypy YIIiH KOAJaHBLAaAbL.
Kubiabicnaapl Tekcepy VIIH KOAJaHBIAQTBIH op TypAai TuiMaiaik
KOPCeTKIIITepiHiH HoTUKeAepi >Kyiledey HoTMKeAepiH KOPBITBIHABI
aralllleH >KoHe peTci3 OpMaHMeH CaABICThIpyFa 00AaThIHABIFBIH
KepceTegi, oliTkeHi bajiec aaropurMmaepi eH a3 ©3reprillTiKTi kepceTeai,
Oy TexHUKaABIK OafdapaaMasblK >KacaKTaMaHBI €3 DokaMAapBiHAa
YAKeH ceHiMAiaiKKe OaFbITTaliAbl, ©MTKEeHI OKBITY MeH TecTidey aicTepiH
TaHAay OAapAbIH KaHIIAABIKTE TUIMAL SKYMBIC icTeliTiHiHe OallaaHbICThI
aKIapart TYPaKcChI3 HOTIDKe OepMeriai.

Kaiouessie caoBa:

AHHOTADIMSA

COBpeMeHHbIE aATOPUTMBL,
IIpOTpaMMHEIe TTPOAYKTEHI,
IIPOTHO3MPOBaHUE
AeeKTOB ITPOrpaMMHOTO
obecrieyens, OallecoBcKue
ceTH, KAaccupUKaIms,
MallllHHOe oDyuyeHue

B aaHHOI cTaThe paccMaTpUBAeTCsl U3ydeHIe COBPEMEHHOIO PBIHKa
aATOPUTMOB U IIPOTPaMMHEIX ITPOAYKTOB A5 PabOTHI ¢ HarieCOBCKMMU
ceriMu. OaHoit  m3 HamboAee  BaKHBIX Hpo0JeM  SIBASETCS
IIPOTHO3MPOBaHIe HeJ0CTaTKOB IIPOTPaMMHOTO ObecriedeHus, 9To, I0-
BUAVIMOMY, sBASIeTCS HeoOXOAMMOI 004acTbl0 B paspaboTke
[IPOTPaMMHOIO OOecItedeHNs], ITOCKOABKY IIOMOraeT paspaboTumkam
obHapy>KMBaTh ¥ YCTPaHATh TPYAHOCTH A0 TOTO, KaK OHM IIPeBPaTATCs B
AOPOTOCTOsIIE U TPYAHOOCYILIeCTBUMBIe OINOKN. PaHHee BbIsBAEHUE
AedeKTOB IIpOrpaMMHOTO ODeCIIeYeHIsI TT03BOAsIeT COKOHOMMUTD BpeMsI I
AGHBIUM B IIpolecce pa3pabOTKM IIPOrPaMMHOIO oOOecliedeHUsI U
rapaHTHpYeT KaueCTBO KOHEUYHOTo mpoaykra. Lleas ®Toro mnccaesosaHmst
- IpOaHaAU3UPOBaTh TPU aATOPUTMa Teopum OalleCOBCKIX CeTelt, YTOOBI
OIlpeAeANTh, eCThb AU B IIpoeKTe AepeKThl. BbIOOp ocHOBaH Ha TOM (akKTe,
9TO Hambo/ee JacTo JVCIIOAb3yeMON B AUTEpaType CXeMON sBASETCS
HayBHas OalleCcOBCKasl ceTb, HO HI B O4HOI paOoTe GariecOBCKIe CeT! He
ucroansyiorcst.  Takum  obpasom, K2, Hill Climbing um TAN
UCIIOAB3YIOTCS  AAS  TIOCTPOeHus OariecOBCKMX ceTell. PesyabpraTs
pasAMYHBIX  IOKasaTedell  9PQPEeKTMBHOCTY, HCIOAB3YEMBIX  AAs
TTepeKpeCTHO IIpOBEPKI, IIOKa3bIBAIOT, 4TO pe3yabpTaThl
CHCTeMATU3aUNN CPaBHUMBI C AE€PEBOM BBIBOAOB U OeCIIOPSIAOIHBIM
1ecoM, C TeM IIPeUMYIIeCTBOM, 4YTO OalleCOBCKME aATOPUTMBI
AEMOHCTPUPYIOT HaMMEHBIIYI0 BapnabeAbHOCTh, YTO OpPMEHTHUPYyeT
TexXHMYecKoe IIporpaMMHOe oDecIieyeHre Ha OTPOMHYIO HageXXHOCTh B
CBOVIX ITPOTHO3aX, ITOCKOABKY BHIOOP METOA0B OOYUEHIS U TECTHPOBAHIS
3aBUCHT OT TOTO, HACKOABKO 9 (PEeKTUBHO OHM padOTAIOT ¥ MHPOPMaIIVLT
He JaeT HeCTabMABHBIX pe3yAbTaTOB.

INTRODUCTION

The existence of software flaws seems to be a huge inconvenience and inconsistency in the

development and maintenance of software, therefore having a negative impact on the property
of the software. It is impossible to detect software that does not include defects, even despite the
scrupulous course of software development. That's why checking software supply seems to be a
crucial step in the software development lifecycle, because it is a way to avert or even repair

conceivable software outages before it activates to function. However, the process associated with

software testing is naturally complicated, because it requires excellent planning and the greatest

number of resources (Meiliana, S.K., Karim, S., Warnars, H.L, Gaol, F.L., Abdurachman, E.,
Soewito, B., 2022). Software supply deficiencies dramatically affect productivity, quality, costs,
and user satisfaction. Some of the mostly common results of the presence of a large number of

software damages include delays in product delivery, unnecessary or sudden expenses, poor
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overall user experience, loss of customer confidence, and even security difficulties. All these
consequences show a relaxed impact on the quality of the software.

The purpose of this study is to analyze three Bayesian network theory algorithms and
apply them to early detection of software defects, which saves time and money during the
development process.

The novelty of the research lies in the comparative analysis of the K2, Hill Climbing and
TAN algorithms for building Bayesian networks in the problem of software defect prediction.
The paper uses formal statistical methods to assess the stability and reliability of models, which
increases the scientific validity of the results. Bayesian algorithms are also highly resistant to the
variability of training data, which is especially important for limited and incomplete samples.

LITERATURE REVIEW

Taking into account the adverse consequences that appear when software flaws are
detected at the last stages of software development, a software defect modeling site (SDP)
appears, “in which a modeling modification is formed in order to predict existing software
interruptions based on significant data” Therefore, the prediction of flaws is necessary to identify
probably insufficient modules in the software in order to it may have been relevant to acquire an
effective, an error-free software product with a not very high cost. When it is possible to detect
modules subject to defects, it would be possible to allocate money and human resources to
prevent unexpected costs. Developing a modification for modeling software flaws is not an easy
task. Actually, artificial intelligence plays a role here, using machine learning algorithms (ML),
possibly helping to develop software to predict the shortcomings of software provision at early
stages. The article (Hammanouri, A.,, Hammad, M., Alnabhan, M., Alsarayrah, F., 2018) discusses
individual classifiers based on machine learning algorithms, such as naive Bayes (NB), inference
trees (DT) and artificial neural networks (ANN) for modeling software flaws.
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Figure 1. F-measurement values for the ML algorithms used in three data sets [2]
Note — taken from (Hammanouri, A., and all., 2018)

To compare the three classifiers in terms of memorization features and accuracy, we used the
F-measure property. Figure 1 shows the F-measure values for the ML algorithms used in three
data sets. As shown in the figure, DT has the most exalted property of F-measure in all data sets,
followed by ANS, then the classifiers of NB.

There are some alternatives that can provide the best results in terms of accuracy, such as
algorithms based on Bayesian approaches that “solve many issues in different areas; from disease
prediction/patient treatment to analysis of genetic maps or expression analysis” (Misirli, A.,
Bener, A.B., 2014).
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Figure 2. Bubble graph summarizing the classification results [3]
Note — taken from (Misirli, A., and all., 2014)

Figure 2 presents a bubble graph proving the result of this cartographic study on modeling
software features. Filtering studies using only one way to study the structure and parameters,
and plotting the relationship between the three aspects.

It is mentioned in (Herzing, K., Just, S., Zeller, A., 2013) that during a manual study of
seven thousand reviews of problems from the databases of errors provided by five open source
plans, it was found that 33.8% of all reports were unnaturally classified because there were no
defects in them, but instead they referred to a new function, development or refactoring.
Consequently, this affected the prediction of software flaws, because it depends on the properties
of the data being evaluated. When the real information is incorrect, it is only possible to achieve
an elevated percentage of prediction accuracy. Considering all of the above, it attempts to study
the productivity and reliability of algorithms based on Bayesian networks (poorly studied
algorithms), which allow a software engineer to be more convinced when making estimates and
delivering a better product.

Table 1. Impact of misclassified issuerReports on mapping
strategies and approaches

Measure HTTPClient | Jackrabbit |Lucene-Java| Rhino |Tomcat5|Average
MappingBiasRate
(False positive rate for 24% 36% 21% 38% 28% 29%
mappable BUG reports)
DiffBugNumRate
(How many files will
change their defect-prone
ranking?)

MissDefectRate

(How many files wilth no
original BUG have at least
one classified BUG?)
FalseDefectRate

(How many files with at
least one original BUG
have no classified BUG?)
Note — compiled by the author based on data from Herzing, K., and all. (2013)

62% 17% 14% 52% 39% 37%

1% 0.3% 0.7% 0% 38% 8%

70% 43% 29% 32% 21% 39%
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In (Hernandez-Molinos M.]., Sanchez-Garcia A.]., Barrientos-Martinez R.E., 2021) 38
studies were presented on predicting software flaws for analyzing mainly used approaches and
classification algorithms in this area. This study shows that the most used approaches are
composite algorithms, such as Random Forest (Li R. Zhou, L. Zhang S., Liu H., Huang X., Sun Z.,
2019; Aydin Z.B.G., Samli, R., 2020), followed by other algorithms, such as AdaBoost (Goyal S.,
2020) and Bagging (Aljamaan H., Alazba A., 2020), among others.

Siari Enmd
l ‘I.‘I
Extract K Extract the feature Select optimal End of
samples with —  subset from the —» feature —=  Split node  — "'_““m
Bootstrap same probability attributes . &

Figure 3. The approaches used are composite algorithms [6,7,8,9]
Note — taken from (Goyal S., 2020)

The Unexpected Forest algorithm is an ensemble algorithm that can be generated in
parallel. The key idea of RF is to use the conclusion tree as a basic classifier, the concept of many
conclusion trees using Bootstrap technology, and then enter the samples provided for
classification, giving the final results of systematization through voting. It is possible to see that
the advantages of the RF algorithm are mainly contained in the excellent strength of the noise
values and the missing information about the values in the data sets of the software prediction of
defects, and the RF algorithm has a bad scalability of the systematization of the modeling of
disadvantages for the provided high dimensionality. Figure 4 shows the course of studying a
single tree of conclusions of a disordered forest. At the same level as the latter approach,
approaches based on Bayes' theorem were also conditioned. Although they all used the naive
Bayes algorithm and its variants (Ge J., Liu J., Liu W. 2018; Prahba C.L., Shivahumar N., 2020).

Classifiers
[ : |
Statistical Structural
| I
[ 1 [ |
: . Bayesian ) Neural
Regression N B
J aive Bayes Networks Rule Based Distance Based Networks

Decision Tree

Figure 4. Naive Bayes algorithm and its variants
Note — taken from (Ge |., and all., 2018)

There are also some approaches, such as decision trees; in particular, C4. 5 is the algorithm
that has been reported the most (Ge J., Liu J., Liu W., 2018). In addition, there are various more
elementary classifiers, such as the method of support vectors (Ahmed M.R., Ali M.A., Ahmed N.,
Zamal M.F.B., Shamrat F.M.].M., 2020), K-nearest neighbor (Zhou Y., Shan C., Sun S., Wei S,,
Zhang S., 2019) and logistic regression (Nehi M.M., Fakhrpoor Z., Moosavi M.R., 2018; El-
Shorbagy S.A., EI-Gammal W.M., Abdelmoez W.M., 2018).
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Figure 5. K is the nearest neighbor
Note — taken from (Nehi M.M. and all., 2018)

More recently, some works have been found in which all possible approaches are equal
(Bhutamapuram U.S., Sadam R., 2022; Goyal S., 2022). These comparisons are laid in the key
between assembly methods, where classification is done with the support of many algorithms,
and technologies with traditional approaches. There are even such works as (Goyal S., 2022),
where they experiment with different versions of the algorithm, such as the main vector machine
(SVM).

Sgn()  —>»

Figure 6. The principle of systematization of KPCA-SVM modification
Note — taken from (Goyal S., 2022)

The principle of systematization of the KPCA-SVM modification is shown in Fig. 6
represents the selection point after the size reduction, and K represents the kernel function.

First, a sample of a reduced dimension indicates the input function of the kernel and is
compared with a location of a huge dimension. Subsequently, a suitable hyperplane of
classification is found and the result is introduced.

The purpose of this study is to study the modern market of algorithms and software
products for working with Bayesian networks.

MATERIALS AND METHODS
As shown in the works listed in Table 1, most of the works demonstrate an exceptionally perfect
result. This is important because the machine learning algorithms used can be impressionable to
training information and do everything in comparison with test data. When the test data is
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identical to the original training data, the best results will be obtained. According to this factor, it
is necessary to notify about the performance of classification algorithms. Thus, the reliability of
the classification algorithm is not only sufficient, but it is also resistant to various data sets. Cross-

validation operations are simply used to create models with different training inputs from a

dataset and evaluate them using a variety of test subsets of the dataset that are not used for

training.

Table 1. Summary and comparison of our research with current recent research (NR = Not
reported, DT = Decision Tree, EM = Ensemble Methods, NB = Naive Bayes, NN = Neural
Networks, KNN = K-nearest neighbor, SVM = Support Vector Machine, LR = Logistic regression

and BN = Bayesian network)

Comparison
Bayesian with Other | Comparison
Ref Year Approaches Networks Performa.n “|  Similar with Other
Used Analysis
Use Approaches | Approaches
or Variants
Li R. Zhou,
L. Zhang 5., 2019 | DT, EM NO NO YES YES
Liu H., Huang X,
Sun Z.
Aydin ZB.G., 2020 | DT,EM NO NO NO YES
Samli, R.
Aljamaan H.,
Alazba A. 2020 EM NO YES YES NO
Ge]., Liu]J,, NB, DT, EM,
Lic W, 2018 SUM NO NO NO YES
Prahba C.L., 2020 | NB,DT,NN| NO YES NO YES
Shivahumar N.
Ahmed M.R,,
AliM.A,,
Ahmed N., 2020 DETMNS\'];/IR' NO NO NO YES
Zamal M.F.B., ’
Shamrat F.M.J.M.
Zhou Y., Shan C,,
Sun S., Wei S.| 2019 SVM NO YES YES NO
Zhang S.
El-Shorbagy S.A.,
El-Gammal W.M.,| 2018 | EM, NN, DT NO NO NO YES
Abdelmoez W.M.
Bhutamapuram LR, SVM,
U.S., Sadam R. 2022 | KNN, NN, NO NO NO YES
NB
Goyal S. 2022 NN,NB NO NO NO YES
Malhotra R, 2022 | LRDT, EM| NO NO NO YES
Meena S.
Goyal S. 2022 SVM NO YES YES NO
Our Research 2023 | BN, EM, DT YES YES YES YES

Note — compiled by the author based on data from Zhou Y., and all. (2019)
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A different situation, which can be seen in Table 1, is contained in the fact that there are
unequal versions of the same algorithm; although a universal version is naturally attached.
Finally, when evaluating an algorithm using a conditional layout (such as a decision tree,
ensemble technologies, or KNN, among others), comparisons with other approaches are not
reported in many variants. Finally, the application of Bayesian networks was not found in any
cited work, but the correct naive Bayes algorithm was found. We assume that the limited use of
Bayesian networks in software development may be caused by a possible flaw in familiarity with
this particular approach. However, this path has many advantages.

The main contribution of our study is summarized below:- In this paper, we empirically
investigate the consequences of using classification algorithms based on Bayes' theorem, which
are not described in the literature, when predicting software flaws, in particular, various methods
of Bayesian network theory. All of the above is intended to give software engineers some
strategies for modeling software flaws in their projects.- the selection of Bayesian networks is
based on the fact that it is not only good for software engineers and testers to know the property
of the class variable, but in addition it is essential to know the characteristic to which they should
pay more attention. In addition, some algorithms, such as KNN or Random Forest, do not express
variables that have the greatest impact on solving classification problems.- these studies were
done in the well-known public repository PROMISE in order to work out the results renewable
and comparable.- We conduct a statistical comparison of tests produced by the method of cross-
testing (10-fold, as is usually done in the literature) in order to know the productivity of
algorithms by comparison with a variety of initial studies and testing. These comparisons allow
us to see the best and worst results, that is, how variable their indicators are.- We also compare
the methods recommended in the experiment with two approaches listed in the literature: J48
(the approach of decision trees) and Random Forest (the approach of ensemble algorithms).- the
comparison in this article does not cover the accuracy coefficient, since it measures only a part of
well-systematized records among the total number of tests. This is important because the class
values in the information sets are unbalanced, and a simple application of the correctness
indicator will lead to a shift in the totals towards the class value, which is reflected mostly often.
We use indicators such as recall, reliability and F1-measure, which measure all sorts of nuances
of model performance.- Along with the results, a discussion was presented, allowing to
coordinate the reliability and reliability of all kinds of tested methods.- this work is important
because the software flaw prediction section allows the creators and managers of plans to know
when the concept can be released, reducing the use of unexpected resources and improving the
overall user experience by reducing the number of defects.

Table 2 shows the indicators used to evaluate the performance of classifiers and their
results, among which the following are emphasized: accuracy, recall, Fl-measure,
thoroughness and area under the curve. This is important because the optimal productivity of
the algorithm depends on the metric used, and it is essential to value it with the support of a
variety of metrics, since they measure a variety of performance. In addition, some of them
mitigate such problems as class imbalance or retraining. According to this factor, mainly known
indicators were preferred to evaluate the results of the study. However, as shown in Table 2,
numerous related works are focused exclusively on recreating the correctness of the proposal
with the support of one indicator. This is somewhat suspicious, because the nature of the
information means that, depending on the class, all kinds of indicators must be applied, not
just percentage accuracy.

In addition, table 2 shows that many studies do not mention the model validation method.
This is important because the selection of data for training and testing models affects the results
obtained.
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Table 2. A brief description of the indicators and verification methods

reported in a recent study (NR = not reported)

Ref Dsitta Vaclzi?ast?on Best Approach | Accuracy | Recall Mezlsure

Li R. Zhou, L.| CM1 10-fold Random NR NR 0.92

Zhang S., Liu H., Forest/Sampling

Huang X., Sun Z.

Li R. Zhou, L.| JM1 10-fold Random NR NR 0.85

Zhang S., Liu H,, Forest/Sampling

Huang X., Sun Z.

Li R. Zhou, L.| KC1 10-fold Random NR NR 0.87

Zhang S., Liu H.,, Forest/Sampling

Huang X., Sun Z.

Aydin ZB.G,| CM1 10-fold Random Forest 0.97 0.97 0.97

Samli, R.

Aydin ZB.G,| M1 10-fold Random Forest 0.81 0.81 0.77

Samli, R.

Aydin ZB.G,| KC1 10-fold Random Forest 0.83 0.85 0.83

Samli, R.

Goyal S. CM1 NR Ada Boost 0.87 NR NR

Goyal S. JM1 NR Ada Boost 0.89 NR NR

Goyal S. KC1 NR Ada Boost 0.85 NR NR

Zhou Y. Shan| CV1 10-fold Support Vector 0.88 0.89 0.82

C.,, Sun S.,, Wei Machine

S., Zhang S.

Zhou Y. Shan| JM1 10-fold Support Vector 0.81 0.82 0.79

C., Sun S., Wei Machine

S., Zhang S.

Zhou Y. Shan| KC1 10-fold Support Vector 0.84 0.83 0.84

C., Sun S., Wei Machine

S., Zhang S.

Bhutamapuram | CM1 NR Random Forest 0.86 NR NR

U.S., Sadam R.

Bhutamapuram | JM1 NR Random Forest 0.34 NR NR

U.S., Sadam R.

Bhutamapuram | KC1 NR Naive Bayes 0.77 NR NR

U.S., Sadam R.

Goyal S. CM1 NR K-NN 0.89 NR NR
undersample

Goyal S. M1 NR SVM 0.93 NR NR
undersample

Goyal S. KC1 NR K-NN 0.96 NR NR
undersample

Goyal S. CM1 NR SVM-Linear 0.79 NR NR

Goyal S. M1 NR SVM-RBF 0.88 NR NR

Goyal S. KC1 NR SVM-Linear 0.83 NR NR

Note — compiled by the author based on data from EI-Shorbagy S.A., and all. (2019)
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The algorithm is obliged to make a perfect contribution to what affects the reliability,
character and high value of the software. Increasing the correctness of showing software flaws
implies, in turn, an increase in the productivity of developers, limiting the testing period and
obtaining superiority by project managers in terms of more successful resource allocation. We
focus on this approach because we emphasize individual advantages over other models. A
cardinal factor in the selection of Bayesian networks is their ability to simulate cause-and-effect
relationships between variables, which may help to comprehend the relationship between the
functions of a software product that affect whether it is subject to defects. Secondly, according to
the unanimous nature of Bayes' theorem, this composition cultivates fuzziness in the data, which
can be significant when working with noisy (or discarded) or incomplete data. Thirdly, Bayesian
networks are flexible and can handle all kinds of variables, starting with constant and discrete
variables, which does not limit the type of data obtained with the support of software metrics.
Finally, unlike other machine learning algorithms (such as K-nearest neighbor or random forest),
the construction can be interpreted. This is especially important because a software engineer will
be able to interpret the relationship between software attributes with the support of a graph and
pay attention to those of them that reveal a negative impact on a defective product.

Bayes' theorem is a statement used to calculate the relative probability of an event. It was
invented by the English mathematician and theologian Thomas Bayes. The main purpose of this
theorem is to establish the possibility of an action by comparison with the possibility of another
similar event. In other words, this makes it possible to know the relative possibility of an action
or occurrence, conditioned as a given B, in which the direction of the possibilities of action B is
analyzed when A is set (Kaur D., Sobiesk M., Patil S., Liu J., Bhagat P., Gupta A., Markuzon N.,
2021).

The Bayes formula, in addition, popular, as a rule, Bayes, describes the probability of an
event. There are three different probabilities in the Bayes formula, as presented in equation (1),
here P(A) is the probability that imagines the a priori property of action A, P(AIB) is the
probability that imagines the a priori property of action A and P(BIA) is the probability of action
B based on on the information about event A.

P(B|A)*P(A)
P(Alp) = LELD) )

Bayes' theorem lies at the base of a classifier known as a Bayesian network. A Bayesian
network is a graphical model that depicts unstable (usually referred to as nodes) in a set of
information and probabilistic or relative relationships between them. A Bayesian network may
play causal relationships with nodes; however, connections in the network (also referred to as
edges) do not necessarily deliver a direct causal relationship.

On the other hand, Bayesian networks are a type of probabilistic model that applies a
Bayesian solution to calculate probability. Bayesian networks are aimed at modeling relative
coupling and causality through images of relative coupling using edges in a directed graph. Due
to these relationships, the decision on random variables on the graph can be found and performed
qualitatively with the use of coefficients.

This classifier was chosen because it represents a compact, flexible and interpretable idea
of a general probability distribution. This is also important for knowledge discovery, since
targeted non-periodic graphs deliver causal relationships between variables (Madden M.G.,
2019). In addition, this model provides significant information about how variables are
conjugated, which may be interpreted as causal relationships. Figure 7 shows the structure of the
Bayesian network in the guise of an oriented non-periodic graph. This structure reproduces the
relationship between variables representing relative probabilities. For example, argument C
depends on variables A and B.
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Figure 7. The structure of the Bayesian network
Note — taken from (Madden M.G., 2019)

Let's present three methods of constructing a Bayesian network.

The TAN algorithm, also commonly known as a naive Bayesian network with an extended
tree, is a Bayesian network that consists of the concept of a tree of dependencies between variables
that must be predicted and which, in turn, are represented as children of a variable class.
Consequently, the possibility of these variables will be calculated through the use of Bayes'
theorem based on the probability of a class variable (Sucar L. E., Sucar L. E., 2021). In conclusion,
this assumes relative randomness between all variables set by class variables, allowing predictor
variables to obey each other. Figure 2 shows how TAN bases a Bayesian network, where a class
of variables has no parent elements, and objects (attributes) have a class of variables and, at most,
another attribute as parent elements. Any of these variables will be calculated using the
probability of a class variable based on the Bayes theorem (Sucar L. E., Sucar L. E., 2021). In
conclusion, this assumes relative independence among all variables set by class variables,
allowing predictor variables to depend on each other. Figure 8 shows how TAN establishes a
Bayesian network, where a class of variables has no parents, and objects (attributes) have a class
of variables and, at most, one more affiliation in the property.

N

O

Figure 8. Bayesian network with TAN algorithm
Note — taken from (Sucar L. E., 2021)

Hill climbing is an optimization algorithm starting with a randomly generated Bayesian
network (Gamez J.A.,, Mateo ].L.,, Puerta J.M. 2011). The algorithm adds or eliminates
relationships for any site or object in an unexpected way, calculating the possibility of any node
forming a network based on the total probability of a class variable. The algorithm selects the
appropriate network with the best quality, screening out those that do not reach its level. The
evaluation function, naturally used for Bayesian networks, is the value of logarithmic likelihood,
which measures the possibility of the marked data taking into account the structure and
parameters of the network. In other words, it measures how well the network foreshadows the
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data, as presented in equation (2), where S - is the estimate, G - is the network design, D - is the
data, Xi is the i-th variable, and Pai is the set of parent components Xi in G.

The K2 algorithm is an approximate search that starts with the simplest possible network,
anetwork without edges, and assumes that the sections are ordered (El-Awady A., Ponnambalam
K., 2021). This algorithm applies the idea of the insatiable algorithm as the most classical structure
learning algorithm (He Y.L., Zhao W.]., Xu Y., Zhu Q.X., 2021). K2 automates the flow of Bayesian
network structure research, which means that huge expert knowledge in a problematic area is
not required. For each variable in the problem, the algorithm adds a section with the least
probability to its parent set, which leads to the greatest increase in quality, the appropriate quality
of the indicator selected during the evaluation. This flow is repeated until the property is
increased or an absolute Bayesian network is reached.

RESULTS AND DISCUSSION

The research of the modern market of algorithms and software products for working with
Bayesian networks covers a wide range of technologies and tools used in the field of machine
learning, artificial intelligence, statistics and data analytics.

Summarizing the above, the following factors can be attributed to trends and challenges in
the market using Bayesian networks (Misirli, A.; Bener, A.B., 2014):

- The problems of algorithm scalability remain relevant, especially when it comes to large
datasets. Algorithms for Bayesian networks must be adapted to process real-time data.

- With the increase in data volumes in various fields, the processing and training of
Bayesian networks are becoming more complex tasks. This requires the creation of more efficient
and faster methods for building networks.

- One of the challenges is the need to create such methods and software products that not
only ensure the accuracy of forecasting, but also provide users with understandable
interpretations of the result.

- Although Bayesian networks cope well with uncertainty, it is important to develop
methods of working with partial or unreliable information, including methods of learning in the
absence of data.

- Bayesian networks are increasingly being combined with other machine learning
methods, such as neural networks, to improve the accuracy and adaptability of solutions.

Modern algorithms and software products for working with Bayesian networks are
constantly evolving, offering new opportunities for effective modeling and analysis of data with
uncertainty. However, scalability, performance, and interpretability remain important challenges
that need to be addressed in the context of growing data volumes and increasingly complex
applications. Based on this, we can safely say that more and more companies and scientific
organizations are using Bayesian networks to solve complex problems in the field of Al, for
example, for autonomous systems or robots, where it is important to make decisions in conditions
of uncertainty (He Y.L., Zhao W.J., Xu Y., Zhu Q.X,, 2021). Bayesian networks are increasingly
being integrated into cloud computing and distributed systems to increase their computing
power. It is expected that the development of faster and more efficient algorithms for working
with large amounts of data and new technologies for training Bayesian networks will continue.

Table 1. Technical specifications of the investigated equipment

Parameter Value Unit of measurement
Motor power 3.5 kW
Spindle rotation speed 1500 rpm
Maximum machining diameter 250 mm
Note — compiled by the author based on data from Kulenova (2021)
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CONCLUSION

The analysis showed that the K2 and Hill Climbing algorithms provide more stable and
reliable results when building Bayesian networks for predicting software defects compared to
TAN. The lower variability of the estimated indicators of these methods indicates their resistance
to changes in the composition of the training data, which is critical for practical use in conditions
of limited or incomplete samples. Despite the fact that Random Forest demonstrates slightly
higher values of quality metrics, Bayesian algorithms benefit from the consistency and
reproducibility of forecasts, which makes them preferable for tasks where stability and
explainability of the model are important. In addition, the revealed dependence of TAN
variability on the linearity of the relationships between features highlights the need for a deeper
study of the adaptation of Bayesian network structures to complex and nonlinear data
dependencies. Taken together, the results confirm the promise of using Bayesian networks built
using K2 and Hill Climbing algorithms for early detection of defects, which helps optimize the
development process and improve software quality.

The future work suggests a study of the modern market of algorithms and software
products for solving linear programming problems, as well as the development of an extended
Bayesian network structure focused on the use of linear programming methods (El-Awadi A.,
Ponnambalam K., 2021).

Thus, in this paper, for the first time, a comprehensive comparative analysis of three
algorithms for constructing Bayesian networks (K2, Hill Climbing and TAN) was carried out
specifically in the context of predicting software defects, which had not previously received
sufficient attention. In addition, the influence of the network structure and the nature of the
relationships between features on the variability of models was identified and analyzed in detail,
which opens up new directions for improving Bayesian models in software quality assurance
applications.
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