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APPLICATION OF BAYESIAN NETWORKS TO DETERMINE THE IMPACT
OF HIGHER EDUCATION ON ECONOMIC DEVELOPMENT

BAWEC XENINEPIH KONAAHY APKblJ1bl 3KOHOMUKATbIK OAMYFA
XOFAPbDI BIIIM BEPYlIIH ©CEPIH AHbIKTAY

NMPUMEHEHUE BAUECOBCKUX CETEW ANSA ONPEOENEHUA BNUAHUA COCTOAHUA
BbICLUEFO OBPA3OBAHUA HA 3KOHOMUYECKUE PA3BUTUE

Abstract. In modern society, higher education institutions not only serve as educational and research
centers but also exert a certain influence on the economy, politics, and social sphere of their presence
region. Therefore, the question of evaluating the functioning of universities in a specific region in the
interest of its sustainable development becomes relevant.

In this article, the authors propose a model for analyzing the influence of factors characterizing the
state of the education system on the gross domestic product (GDP) of the country, based on the
mathematical apparatus of Bayesian networks. The advantage of using Bayesian networks (BNs) lies in
the robustness of these networks to incomplete, inaccurate, and noisy information. BNs are used for
forecasting, direct and inverse modeling of complex relationships, and decision-making. The proposed
model predicts the GDP based on factors such as funding for higher education, research activity, the
number of students, and staff. The constructed Bayesian network allows not only direct forecasting of the
GDP level based on factors characterizing the state of higher education but also inverse modeling, that is,
determining which parameters need to be changed to achieve a certain level of GDP.

Keywords: Bayesian Networks, gross domestic product, higher education, economic development of
the region, computer modelling.

AHOamna. Kasipei Koramda Xofapbi OKy OpblHOapbl 6iniM 6epy XoHe FbifibIMU-3epmmey
opmarbikmapbl pemiH0e faHa eMec, COHbIMEH alMaKkmblH 3KOHOMUKacCblHa, casicambiHa, areymemmik
canaceiHa b6eneini 6ip ecep emedi. CoHObIKmaH, almakmapdarbl yHugepcumemmepOiH xepeainikmi
opmaHbIH mypakmbl 0amybl YWIH XyMbIC icmeyiH baranay macesneci e3ekmi 601birn omeip.

Makanada asmopniap balec xeninepiHiH MamemMamukarnbiK annapambsiHa HeezizdesnzeH binivm bepy
XyueciHiH KyUiH cunammadmblH ¢hakmopnapdbiH endiH xannbl iwki eHimiHe (XKI©) ecepiH manday
moderniH ycbiHObI. batiec xeninepiH (BXK) naltidanaHyObiH apmbiKWblbifbl — 0f1apObiH MObIK emec, 0an
emec, wyrnbl aknapam xardalibiHbl me3imoiniai. bXK kypdeni kambiHacmapdbl 6orxay, mikenel xaHe Kepi
molenbley xoHe wewiMm Kabblnday ywiH KondaHblnadbl. ¥YcbiHbiraH Modernb xofapbl 6inim 6epydi
KapxblnaHObIpy, fblfbIMU-3epmmey Kbiamemi, 6iniM anywsinap MeH Kbi3Memkeprep caHbl CUSKMbI
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akmopnapra 6atinaHeicmel XKI© menwepid 6omkalidsl. Kypacmbipbinrae batiec xenici XKI© 0eHeeliHiH
XKoFapbl 6inim 6epy xardalibiH cunammalmbiH ¢hakmopnapra maeyendinieiH mikeneli 6omkayra faHa
emec, COHbIMeH Kamap Kepi modenbleyee, srHu XKIO-HiH Beneini 6ip deHeeliHe xemy ywiH KaHOal
napamempnepdi e32epmy KkepekmieiH 6ormkayra kemekmeceoi.

Tyliin ce30ep: baliec xeninepi, xanmnbl iWki eHiM, xofapbl 6iniM, aliMakmbiH 9KOHOMUKasIbIK damybl,
Komrbromepiik Modernsoey

AHHOmauus. B coepemeHHoM obujecmee ebicuiue y4ebHble 3a8e0eHUs He MOJIbKO 8bicmyrnalom 8
Kavyecmee obpa3zogameribHbIX U Hay4YHO-uccriedo8ameribCKUX UeHmpos, HO U OKa3bi8arom ornpedesieHHoe
8/IUSTHUE Ha 9KOHOMUKY, MOMUMUKY, coyuarnbHyto cghepy peauoHa ceoeao npucymemeusi. B ceasu ¢ amum
akmyarsbHbIM CMaHOBUIMCS 80MPOC OUEHKU (DyHKUUOHUPOBaHUsI yHUBepcUmMemos orpedesieHHOZ0
peauoHa 8 uHmMepecax e2o ycmoulyugo2o pa3sumusi.

B cmambe asmopamu npednoxeHa modesb aHanusa erusHUsi hakmopos, Xxapakmepusyuwux
cocmosiHue cucmeMbl 0bpa3osaHusi, Ha 8annoeol eHympeHHul npodykm (BBI1) cmpaHbl, ocHo8aHHas Ha
Mamemamuy4eckoMm annapame 6aliecoeckux cemedl. [lpeumyujecmeo ucrnonb3o8aHusi baliecosckux
cemeli (bC) 3akmo4aemcsi 8 ux ycmou4ueocmu K HernosiHou, HemoYHoU, 3awymneHHol uHgopmayuu. 5C
ucronb3ytomcsi 0719 MpOo2HO3UPO8aHUSs, NPSIMO20 U 06pamHo20 MoOenupo8aHUs CIIOXKHbIX 83auMocesizel
u npuHamuu peweHudl. lNpednoxeHHass Modesnb rnpoeHo3upyem eenu4vyuHy BBl e 3asucumocmu om
makux ¢hakmopos, KaKk (buHaHcuposaHue e8bicuezo 0bpa3osaHus, Hay4Ho-uccriedoeamernbcKas
desimernibHOCMb, YUCIEHHOCMb obyyarouwuxcss u compyOHukos. [locmpoeHHasi batliecosckasi cemb
rnosgornsiem npoeodumMb HEe MmOJIbKO [PsIMOe [PO2HO3UpOo8aHuUsi 3asucumocmu yposHsi BBIT om
ghakmopos, xapakmepu3syuux CocmosiHue 8bicle20 obpa3osaHus, HO obpamHoe mModenuposaHue, mo
ecmb Kakue rnapamempbl Hy>HO U3MeHUmb Orisi docmusxeHusi oripedesieHHo20 yposHsi BBI.

Knrodeenle cnoea: baliecogckue cemu, 8anosbili 8HympeHHUU npoldykm, ebicuiee obpa3osaHue,
3KOHOMUYECKOE pa3sumue peauoHa, KOMIMbmepHoe MooenuposaHue.

Introduction. Education has long been recognized as a crucial factor in economic
development and dynamics. Higher education is widely regarded as a driving force behind
growth and development in knowledge societies, as it contributes to stimulating research,
knowledge, and economic growth.

An analysis of international and Kazakhstani publications dedicated to studying the
relationship between education and the pace of economic growth has enabled the identification
of the most interesting concepts and models.

It is necessary to note that most studies on the impact of higher education indicators on
economic growth are based on the following approaches:

— traditional economic-based approach;

— skill-based approach;

— assessment of the university's contribution as a facilitator of regional innovation activity.

In addition, the above approaches are used to assess the contribution of higher education to
various areas of the country's social life, such as economics, science and innovation, and human
capital.

In (Valero & Reenen, 2019), based on the analysis of 15,000 universities from 1,500 regions,
it is shown that universities have a positive impact on geographically proximate neighboring
regions. The relationship between GDP per capita and universities is determined not only by the
direct expenditures of the university, its staff, and students. In part, the impact of universities on
economic growth is mediated by the increase in the supply of human capital and the growth of
innovation.

The impact of education on economic growth in ASEAN-5 countries is evaluated in (Paravee
& Woraphon, 2021) using various education indicators, including government spending on
higher education per student, the level of coverage of primary, secondary, and higher education,
the educated workforce, and a new indicator of unemployment rate with higher education. In
this study, nonlinear regression models are being created — time series regression and panel
regression — to study the impact of education breakpoints on the economic growth of individual
countries and the ASEAN-5 region, respectively.
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In the study by Kazakhstani scientists (Ashimova et al.,, 2021), an analysis of the
competitiveness of the economies of several countries and the impact of innovation activity
on this indicator is presented. The authors of the study examined the following parameters for
43 countries: the science intensity of GDP, the number of scientists per million people,
education spending as a percentage of GDP, the number of national patent applications, high-
tech exports as a percentage of industrial exports, and ICT exports as a percentage of total
exports.

According to recent research, educational services have become the most in-demand
commodity, which means that education directly affects the formation of GDP, as it affects the
quality of human capital and, as a result, the amount of income received from it. In general,
education can be considered one of the main factors of economic growth and technological
progress (Lehikoinen et al., 2019).

After studying the relationships between various factors influencing economic growth within
the education system, key indicators selected for analysis include: funding for higher education,
research activity, the number of students, and employees.

Currently, econometric methods are widely used to analyze the relationship between
education factors and economic growth rates. However, traditional methods cannot handle large
volumes of data, which are often unstructured and stored in various data sources. To
successfully solve such tasks, it is necessary to use machine learning methods, neural networks,
and other artificial intelligence methods.

In this study, the authors propose to use Bayesian networks to identify dependencies between
GDP dynamics and factors such as research activity, the number of employees engaged in
higher education, the number of students in higher education universities, education
expenditures, and the number of organizations conducting scientific research. The advantage of
using Bayesian networks lies in their resilience to incomplete, inaccurate, and noisy
information, as even in such cases, the obtained result will reflect the most probable outcome of
events.

BNs are a powerful tool for modeling probabilistic dependencies between variables and
making decisions based on these dependencies. The probabilistic models used in Bayesian
networks allow for uncertainty and working with limited knowledge. Such models play a key
role in the development and application of artificial intelligence (Al), where uncertainties and
causal relationships are common features of the problems under study (Litvinenko et al., 2020;
Caprio et al., 2023; Shayahmetova et al., 2020).

Al uses BNs in various fields, including medicine, finance, bioinformatics, engineering,
and more (Zhang et al., 2022; McLachlan et al., 2020; Shirali et al., 2022; Fedorova, 2022). In
healthcare, BNs are used in disease forecasting, modeling complex interrelationships between
diseases, providing personalized forecasts and diagnostic recommendations, assessing risk
levels, and are utilized in other critical tasks (McLachlan et al., 2020; Kyrimi et al., 2020;
Faruqui et al., 2020; Pescador et al., 2024). In finance, BNs play a crucial role in risk
management and investment decision-making. Modeling market and economic indicators
facilitates forecasting future market trends and investment portfolios, helping investors
develop more effective strategies (Faruqui et al., 2020; Al-Azzawi et al., 2023; Bai et al.,
2020; Zheng, 2024). In the industrial sector, BNs are used for preventive maintenance and
optimization of production processes. By modeling equipment sensor data and production
parameters, they enable early detection of equipment failure risks, thereby enhancing
production efficiency (Shirali et al., 2022; Fedorova, 2022; VVoronenko et al., 2020; Ebrahimi
et al., 2024; Agnel et al., 2021; Shirali et al.,, 2022). In education, BNs are used in
personalized learning, adaptive system development, academic performance forecasting,
educational data analysis, and decision support for students and teachers, contributing to a
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more efficient and high-quality educational process (Chanthiran et al., 2022; Wang et al.,
2024; Lytvynenko et al., 2019).

The aim of this article is to investigate the applicability of Bayesian networks in determining
the relationship between indicators of higher education systems and the level of gross domestic
product.

Materials and methods of research. The main stages of Bayesian network (BN) development
are presented in Figure 1.

This section outlines the fundamental steps involved in constructing a Bayesian network
(BN) for analyzing the relationship between education system indicators and GDP.

Data preparation: Defining the variables that are included in the model. These variables may
include factors deemed significant for analysis or variables that could potentially impact the
input data. In this study, the main factors are research activity, the number of education
employees, the number of students in educational institutions, education expenditure, and the
number of research institutions.

Bayesian .
Parametric
: C:) Data search for The
Daia pre pa_]'ﬂtlcl n S}"Stem C:) ;3;?::””91 validation
structure
Conducting The The : )

. ncreasing The
it <: recrudeacent <::J recrudeacent <:J the accuracy C:J sensitivity
analysis validation learning of the fth del Ivsi
“Whiat-if" model of the mode| analysis

Figure 1. Generalized algorithm for developing a Bayesian network
Note — compiled by the authors on the basis of (Litvinenko N.G., 2020)

Building a network structure: Identifying relationships between variables and determining
probabilities for each variable depending on its parents in the network. At this stage, it is
determined which variables depend on others and which may be independent. This can be based
on expert knowledge, statistical methods, or a combination of both. In this study, a conceptual
model was built based on expert opinion and statistical data over a 10-year period.

Model training: At this stage, the network parameters are determined, allowing for refining
the probabilities in the network and better matching real data.

Testing and evaluation: After building the model, it is necessary to conduct testing to ensure
its effectiveness. This may include evaluating the model's quality on separate data sets, as well
as testing its ability to predict new data.

Interpretation of results: Finally, the results of the model can be analyzed and interpreted to
understand the influence of variables on the input data and identify possible ways to improve
the model.

BN is a probabilistic graphical model, or a directed acyclic graph, whose nodes represent
variables, such as random variables, and have multiple states. The directed edges of the graph
indicate the direct dependence relationship of one variable on another. Each edge corresponds to
a table of conditional probabilities of transitioning from states of the upper-level node to the
state of the lower-level node. For the upper-level nodes, unconditional probabilities obtained
from observations are specified. Formally, a BN network can be represented as follows:

BNN =<U, T >, 1)
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where: U={H,,...,H,} is a finite ordered set of random variables such that for each
H, €U, i=1n satisfies the condition:
3 10, {H,, .. H Y| P(H, | H,, ... H.,)=P(H,|IT), )

This condition defines the direction of the links between the nodes in the network,
implementing the property of conditional independence of variables. Each variable takes

amount from the ending set of values, i.e. Hiz{hil’ hiri}, where ZP(hi,-)zl.
=1

T ={P(H,|IL,), .., P(H,|11,)} is the set of dependent probability tables for each child variable
H; with parent variables 77, . If the variable H, has no parents, then unconditional probabilities

P(H:) are used.
The foundation of the mathematical framework of Bayesian networks is the Bayes' theorem

(3):

_P(A[B)-P(B)
IR e 3)
where:
P(A) =ZP(AI B)-P(B). (4)

Here, the sum is taken over all possible hypotheses B. It should be emphasized that all
possible theories form a system of mutually exclusive events, i.e., ».P(B)=1. The left-hand
B

side of equation (3) P(B|A) introduces the updated amount of the subjective probability of

hypothesis B's truth, obtained under observation A. This probability is called the posterior
probability that hypothesis B is true [19,20]. The formula of total probability (4), the rule of
generalized summation, and the chain rule. The first two have been discussed earlier. The power
of generalized summary, or the sum rule, is called the equality:

P(A) =) P(AB) ®)

B
In the expression’s right-hand side (5), the factor P(B) represents the degree of our initial
confidence that event B, which in this case is convenient to call a hypothesis, takes place. This

probability is often referred to as the prior probability of the hypothesis B being true. P(AIB) js
the probability of obtaining observation A, given that hypothesis B is true [21,22]. The
denominator P(A) can be considered as a normalizing term since the likelihood of observation A
can be found applying the equality:

P(A)=> P(A|B)-P(B) (6)

The formula of total probability (7), the rule of generalized summation, and the chain rule.
The power of generalized overview, or the sum rule, is called the equality:

P(A) = ZB: P(A.B), (7)

The chain rule plays an essential role in constructing Bayesian networks as a means of
identifying the conditional independence of variables that determine the network structure.

P(Hyo oo Hy) = TTP(H, [ Hyv o H), (8)
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where H,,...,H, €U is afinite set of variables corresponding to nodes of a BN.
Results. The relationship between the indicators is shown in the figure 2:
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Figure 2. Conceptual model
Note — compiled by the authors

The presented model is based on expert knowledge and implemented in this work using

GeNie 4.1 academic.
The original dataset for the study includes data on 18 indicators for the period from 2013 to

2022. Table 1 lists the indicators characterizing the state of higher education.

Table 1. Source Data

Years

Indicator,
unit of

2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

measurement.

rr)1(ll{11t,g 431 993,8 | 655 361,0 | 655 361,0 |1 528 645,9| 899 681,8 | 856 449,5 | 535 918,1 | 777 173,5 | 785 705,0 |1 453 339,1

X12,
min.tg
p?e(r]sg;l 23712 25793 24 735 22 985 22 081 22 378 21843 22 665 21617 22 456

p)e(rléa 20 658 22779 21889 20 447 19 896 20272 19818 20778 19761 20578

X21, unit.| 41635 40 320 38 087 38 241 38212 38 275 38 470 36 307 36 378 36 404
X22, unit.| 19 802 19 802 19 204 19 259 18 589 18 472 18 867 17 545 17 313 17115

578263 580386 | 377196,7 | 445775,7 | 844734,9 |1064067,4 | 1113566,5 | 1715500,1 | 1438708,5 | 1879123,1

pfa(rié;] 477387 | 477387 | 459369 | 477074 | 496209 | 542458 | 604345 | 576557 | 575511 | 578237
pz(rié;l 175446 | 175446 | 145443 | 138007 | 126263 | 129085 | 142762 | 140655 | 151091 | 161524

r;(lﬁlt’g 250262159|281075710|291967572|15 043 245322201246 |379688945|421733204|428859784|532455069 640309147

ri(lﬁztg 272851236|290460037|310740847| 14987971 {319010855|346934693|391410328 416744256 |499890104 (598983099

X51, unit. 128 126 127 125 122 124 125 125 122 116
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X52,unit.| 1774 1303 2585 2879 2974 3230 | 3206 3236 2960 3390
Y, min.tg [35999025,1|39675832,9/40884133,6] 46971150 |54378857,8/61819536,4/69532626,570649033,2/83951587,9] 103765518
Note — compiled by the authors

The structural model of the Bayesian network, presented in Figure 3, was built taking into
account expert assessments from domain specialists based on the conceptual model of the study.

P .
e :
.

Figure 3. The structural model of the Bayesian network
Note — compiled by the authors

The model contains:

12 nodes of type GENERAL,;

5 key nodes of type Noisy-MAX;

1 resulting node of type Noisy-MAX.

Each node has 5 states: from sl to s5. The initial probabilities of the states are shown in
Figure 4:
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Figure 4. Initial probabilities of states

Note — compiled by the authors
After parameter training and initial network validation, the accuracy of the result was
64.86% (Figure 5). The next steps aim to increase the accuracy and adequacy of the model.
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Figure 5. Initial and final accuracy of the resulting node
Note — compiled by the authors

The sensitivity analysis conducted revealed that all nodes are sensitive, indicating that the
network responds to changes. Subsequently, aiming to increase the model accuracy, we replaced
the key nodes: X1, X2, X3, X4, X5 of type GENERAL with Noisy-MAX. We are re-training
the parameters and re-validating them. As a result, the accuracy of the resulting node was
increased to 67.56% (Figure 5).

We analyze the relationship between indicators:

If the number of organizations engaged in scientific activities is increased to the maximum
possible, the probability of an increase in the number of institutions implementing innovative
technologies will increase by 19% (from the initial 25% to 44%), as shown in Figure 6.
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Figure 6. The effect of an increasing the number of organizations engaged in scientific activities

Note — compiled by the authors

Increasing scientific research activity will result in a 7% increase in the overall volume of
innovative products (from 19% to 26%), as well as a 6% increase in employees engaged in

scientific research (from 27% to 33%), as shown in Figure 7.

35 3%

30 27%
25
20
15
10
5
0

mX12 mX13

Figure 7. Effect of increasing scientific and technical activity

Note — compiled by the authors

As shown in Figure 8, increasing the number of education sector employees along with the
growth in the number of students will lead to a 13% increase in the number of students in
universities (from 25% to 38%), as well as a 7% increase in the country's GDP (from 52% to

59%):
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Figure 8. Factors Influencing GDP Growth
Note — compiled by the authors

The examples provided demonstrate that the tested method can be useful in assessing factors
potentially influencing the state of indicators.

Conclusions. In conclusion, the findings of this study highlight the significance of Bayesian
networks in analyzing indicators of higher education and their impact on economic outcomes.
They offer insights into performance metrics, facilitate the integration of expert knowledge with
empirical data, measure the impact of the higher education system on economic outcomes, and
allow for "what-if" scenario modeling. The constructed Bayesian network enables not only
direct forecasting of the GDP level based on factors characterizing the state of higher education
but also reverse modeling, determining which parameters need to be altered to achieve a certain
GDP level. This approach can play a crucial role in informing policy decisions and strategic
planning in the education sector.

Further work aims to utilize the functionality of Bayesian networks with a broader range of
indicators to investigate the influence of higher education on the economic development of the
country.
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