Nel,2024 27 IIKTY XABAPIIBICBI»
TEXHUUYECKME HAYKH @
Y TEXHOJIOTHH

YNrHI TAHY XKOHE MALLVHANBIK OKbITY
PACIMO3HABAHNE OBPA30B 1 MALLMHHOE OBYYEHUE
PATTERN RECOGNITION AND MACHINE LEARNING

DOI 10.51885/1561-4212_2024_1_27
IRSTI 28.23.15

A.D. Alinova?, M.G. Zhartybayeva?, F.J. Villanueva3, A.T. Salkynov*
L.N. Gumilyov Eurasian National University, Astana, Kazakhstan
1E-mail: alinova-aida@mail.ru*

2E-mail: makkenskii@mail.ru

SE-mail: felix.villanueva@uclm.es

4E-mail: info@algeoritm.kz

BATHYMETRIC AND HYDROGRAPHIC PARAMETERS
OF WATER BODIES OVER NEURAL NETWORKS

HEWPOHObIK XEJNINEP APKblJ1bl CY OB bEKTINIEPIHIH BATUMETPUSATbIK
XOHE r’maPOrpA®uAnNbIK NAPAMETPIIEPIH AHBIKTAY

ONMPEOENEHUE BATUMETPUYECKUX U TMOPOITPA®UYECKUX MAPAMETPOB
BOOHbIX OBbLEKTOB YEPE3 HEUPOHHbIE CETU

Abstract. Today, there is an increased use of artificial intelligence systems to solve the latest mixed
science and technology problems. And Earth remote sensing (ERS) is one of these problems.

As it applies to ERS problems, neural network approaches can be conventionally classified as algo-
rithms indirectly using physical and non-physical quantities, i.e. measure values from satellite tools. In
other terms, a function linking input quantity and output (such as the probability of a particular class in a
classification problem) is approximated by the algorithms specified, unlike other approaches where this
function is usually explicitly asserted. The widespread use of classification algorithms is the case of an
explicit physical approach based on spectral analysis and threshold methods when physical quantities
(e.g., spectral brightness ratio, luminous temperature, etc.) or spectral indices are evaluated by means
of thresholds specified for each class. This approach requires complex dependencies to get more exact
results in an unknown analytical form. However, using neural networks such difficulties can be over-
come [1].

The article is aimed to highlight the primary results to practice the neural network in bathymetric and
hydrographic parameters of water bodies identification.

Keywords: Neural network, water body, satellite imagery, bathymetric and hydrographic parameters.

AHOamna. byeiHei maHOa mypni cunammarbl ©3eKmi, fblIbIMU-MEXHUKarbIK Macenenepodi wewy
YWiH >acaHObl uHmMennekm xyuenepiH 6enceHOi KondaHy MPOUECIHiH KeHiHeH naldanaHbiybl
batikanadbl. MyHOal miHOemmepee Xepdi kawbiKkmbiKmaH 3oH0may aumarbl (KK3) kipeodi.

XKK3 miHOemmepiHe Kambicmbl HeUPOHObIK xeninepdi KondaHyra HeziddenzeH macindepdi ¢husuka-
NbIK XoHe ¢busuKarblK eMec wamanapobl, SFHU CIYMHUKMIK acrnanmapdbl enuwey 0epeKkmepiH xacbipbiH
natidanaHamsiH anzopummoep pemiHde wapmmbl mypde xikmeyze 6onadel. backawa altimkaHOa, Kipic
wamarnapbl MeH WbIFbIC HoMUXeCiH 6alnaHbicmbipambiH QyHKUUS (Mbicarbl, Xikmey marcbipma-
cbiHOarbl 6eneini 6ip cbIHbINMbIH biIKmuManodbirbl), 6yn yHKkyusi edemme Hakmbl mypde bepineeH 6acka
macindepdeH albipMawblibifbl, KepceminzeH an2opummoepmeH Xybikmanadbl. Hakmbl ¢busukarbik
mecindiH Mbicanbl pemiHOe u3suKanblK wamanap (Mbicalbl, CHeKMPIIK XapbIKMbIK KamblHacCbl, Xa-
PbIKMbIK memMrepamypacsi xeHe m.6.) Hemece criekmpiiik UHOekcmep ap Kracc ywiH bepineeH wekmep-
MmeH baranaHamblH criekKmprnik manday MmeH wekmi adicmepeae HeeizdeneeH xikmey aneopummoepiH
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KeHiHeH KondaHy yrneiciH Kapacmbsipyra 6onadel. byn mecin 6eneicis aHanumukansik coopmada Oanipek
Hemuxe any ywiH KypOeni mayendinikmepoi eckepydi manan emedi. Anatida, HelipoHObIK xerinepdi Kos-
OaHy apkbiribl MyHOal KubiHObIKMapOok! XeHyae 6onadel [1].

MakanaHbiH Makcambl — cy obbekminepiHiH bamumempusinbiK xoHe a2udpozpachusisibiK napamemp-
nepiH aHbiKmayda HelipoHObIK XeniHi KordaHyObIH anFaliKbl HOMUXeepiH xapusinay.

TyliiH ce30ep: HellpoHObIK Xesli, Cy 0bbekmici, crymHUKmiK cypem, 6amumempusifibiK XoHe 2udpo-
e2pachusnbiK napamempriep.

AHHOmauyus. B Hacmosujee epems Habrnodaemcs pocm akmueHO20 UCM0/b308aHUs cUCmeM UC-
KyccmeeHH020 UHmersiiekma O/15 peweHUs akmyarsbHbiX, Hay4YHO-MexXHUYeCcKux 3aday pas/iuyHoeo xa-
pakmepa. B yucno nodobHeix 3aday exodum obnacme ducmaHyUoOHHO20 30HOUposaHusi 3emnu (33).

lpumeHumensHo k 3adadam [33 nodxo0bl Ha OCHOBE MPUMEHEHUSsT HeUPOHHbIX cemel MOXHO yCri08-
HO Knaccuguyuposame Kak an2opummbl, HESIBHO UCMONb3yrwWue husudeckue u Heghusudeckue eennuyu-
Hbl, m.e. O0aHHble U3MepeHUl CrlymHUKO8bIX npubopos. [pyaumu crioeamu, GbyHKUUs, ces3blearowias
8X00HbIe 8e/IUYUHBI U 8bIXOOHOU pe3yrbmam (Hanpumep, 8eposimHOCMb OrpedesieHHo20 Knacca 8 3ada-
ye knaccugukayuu), annpoKCuMupyemcsi yka3aHHbIMU aneopummamu, 8 Omauyue om ocmaribHbIX noo-
Xx0008, 8 KOMOpbIXx 3ma ¢hyHKUUsS 0bbIYHO 3adaemcs si8HbIM 0bpa3oM. [Mpumepom si8HO20 hu3UHECKO20
nodxo0a s855emcsi WUPOKOEe UCMOIb308aHUE anzopummos Kriaccugukayuu, OCHOBaHHbIX Ha Crek-
mparnbHOM aHasiu3e U rnopoeosbix Memodax, ko2da ¢husudyeckue esluYUHbI (Harnpumep, criekmparsbHoe
OMHOWeHUe sipKocmu, SpKocCmHas memnepamypa u 0p.) unu criekmparsbHble UHOeKChbl OUeHU8atomcs ¢
MOMOWbIO0 MOPO208bIX 3Ha4YyeHul, 3adaHHbIX Ons Kaxdoeo knacca [1]. Takol modxod mpebyem ydema
CIIOXHbIX 3asucumocmeli 01 nonydYeHuss bonee mMoyHbIX pe3yrnbmamos npu Heu3eecmHol aHanumuye-
ckol ¢popme. OOHaKo C UCronb308aHUEM HEUPOHHbIX cemel ModobHbie croxHocmu Moaym b6bimb rnpe-
000/1eHbI.

Llenbto cmambu A6/155emcsi 0c8euwjeHUe ep8oCmMeErneHHbIX pe3ynbmaimos MpUMEHEeHUs! HeUpPOHHOU
cemu e onpedesieHUU bamumempuyeckux u 2audpoepachuyeckux napamempos 800HbIX 06bEKMOS.

Knroueenie cnoea: HelipoHHasi cemb, 800HbIU 06bEKM; CrlymHuUKogoe u3obpaxeHue; bamumempuyde-
cKue u audpoepachudeckue napamempsbl.

Introduction. Data technologies from spacecraft make progress still in their development.
Such data provide a range of information on the Earth’s surface, macro- and microphysical pa-
rameters of cloud formations and atmospheric conditions. They allow to solve a lot of funda-
mental and applied scientific problems related to integrated monitoring of climate and ecosys-
tems, meteorological phenomena prediction, etc., in an operational mode with a rather high de-
gree of accuracy. The alternative is self-learning algorithms modeling dependencies based on
the learning data itself. The advent of high-performance computing systems and customized
software libraries has led to an increased use of machine learning technology and in-depth prob-
lem-solving learning, including this area of expertise [1].

Research and development on bathymetric water data and water level prediction are im-
portant for safety and disaster prevention. Several research groups presented innovative ap-
proaches to solving this problem, using in-depth learning and high-performance computing
mechanisms.

The J. Gandhi team has developed a deep learning model based on Convolutional Neural
Network (CNN), which classifies flood water depth into different categories based on user or
passenger imagery. This approach makes the system more user-friendly. Moreover, they have
integrated this model with a cross-platform application, allowing passengers to easily provide
data on water levels. The system is also equipped with an alert function, which informs other
users of places where water levels exceed thresholds. This further increases the safety and im-
portance of the solution [2].

Mahmoud Al Najar and his team investigated the use of neural networks to assess bathymet-
ric parameters of water bodies based on multispectral images. The designers developed a neural
network architecture capable to get deep information from satellite data and trained it on tagged
datasets. The results showed high accuracy and prospects of this approach for bathymetry [3].

Di Wu’s team has offered a high-performance CNN processor that is based on FPGA (field-
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programmed gate array) to improve data processing efficiency. They developed two specialized
computing mechanisms, the Conv Engine and Dwcv Engine, designed in turn for point and depth
reduction. These computing mechanisms are optimized to perform CNN operations and provide
high performance, allowing fast and accurate analysis of images and water depth data [4].

The authors of Buongiorno Nardelli, B. A Deep Learning Network to Retrieve Ocean Hy-
drographic Profiles from Combined Satellite and In Situ Measurements present an innovative
method of deep learning which, after learning based on rare combined vertical profiles on site,
converts sea surface satellite data into depth information. This approach is based on a multi-
level neural network that includes long-term and short-term memory, as well as the Monte Carlo
elimination method. The methodology is used to analyse data collected between 2010 and 2018
in the North Atlantic [5].

A Background Paper shows that the application of neural networks in hydrography and ba-
thymetry assessment is an area that is growing rapidly and significantly improves the accuracy
and efficiency of water body analysis processes. Machine learning contributes to the automation
and improvement of hydrographic parameter estimates, which are important in geographic in-
formation systems, environmental monitoring and other water-related applications [6].

This article shows the development results and the use of algorithms with neural networks to
solve problems in hydrometeorology related to the classification of multispectral satellite im-
ageries.

Research Materials and Methods. In order to identify the bathymetric and hydrographic pa-
rameters of water bodies, it was decided to apply the capabilities of neural networks, as in the
segmentation of satellite imageries.

The algorithm for the construction of bottom maps and the identification of water body
depths begins with the loading of satellite imagery into the neural network. Then the output is a
bit mask, where the value is 0, meaning that there is no water on this pixel, and the value is 1,
that the water object is found. The mask processes the image for small water objects, clipping
them off from the image, leaving the largest one.

The neural network architecture chosen for this research is U-Net, which is a specialized ar-
chitecture for solving problems of semantic image segmentation. The U-Net choice is based on
its outstanding efficiency in this context, ease of use and small computer resource requirements.
Moreover, U-Net delivers better segmentation objectives than alternative architectures such as
FastFCN, Gated-SCNN, DeepLab, and Mask R-CNN.

U-Net is rated as one of the standard Convolutional Neural Network (CNN) architectures for
image segmentation objectives, which require both the identification of object classes in the im-
age as a whole and the image segmentation into separate areas called segments to create masks
that divide different classes. U-Net architecture is characterized by two main components: con-
tracting path (encoder) and symmetric expanding path (decoder) [7].

The contracting path is designed for a wide image context and extracts high-level features.
This is achieved by serial attached application of convolution layers, sub-sampling operations
(e.g., maximum consolidation operations) and activation functions. As a result of this procedure,
the model creates a more abstract representation of the image [8].

The expanding path, on the other hand, is designed for precise localization of objects and
creation of segmentation masks. It includes transposed or interpolation operations to increase
data dimension, followed by sequential convolutional layers that integrate information from the
contracting path and allow models to precisely identify the object boundaries in the image [9].

As a result, the U-Net architecture can effectively solve image segmentation problems and is
widely used in areas where it is important to accurately localize and highlight objects in images,
such as medical diagnostics, geographic information systems and other areas [10].
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Figure 1 shows the architecture of the neural network including two main parts: the contract-
ing path (left) and the expanding path (right). Contracting path is the standard architecture of a
convoluted neural network. This path begins with the sequential application of two 3x3 convo-
lution operations. The ReLU activation function is then applied after each convolution, which
helps to introduce non-linearity into the model. This is followed by a maximum amalgamation
operation (2x2 of degree 2), which reduces spatial resolution of the data [11].
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Figure 1. U-net architecture (example of 32x32 pixel image-lowest) [8]

The contracting path makes an important function of extracting high-level features from the
input data and reducing them to a lower dimension. This allows the network to highlight ab-
stract hierarchical features that are commonly required for segmentation and classification ob-
jectives.

This is followed by an expanding path that begins with a transposed or interpolation opera-
tion increasing data dimension. Then the convolution operations are applied again to combine
information with a contracting path. This process is ongoing until final segmented data are
available [12].

The network architecture including a contracting and expanding path, allows the neural net-
work to efficiently extract information from the input data and produce precise segmentation of
objects in the images. This architecture is the standard choice for semantic segmentation objec-
tives and provides high performance in such applications [13].

Results and discussions. The neural network shown in this context is developed in the Py-
thon programming language using the PyTorch framework. This framework is a convenient tool
for creating and learning deep neural networks and is widely used in artificial intelligence and
machine learning [14].
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The program code below shows an operation of this neural network:

import numpy as np

import matplotlib.pyplot as plt

import torch

import torch.nn as nn

import torchvision

import torchvision.transforms as transforms
import 0s

import glob

import cv2

from PIL import Image

from albumentations import HorizontalFlip, VerticalFlip, Rotate
import torch.nn.functional as F

import matplotlib.image as mpimg

size = (256, 256)
import torch

torch.cuda.is_available()

# %%

from torch import nn

import segmentation_models_pytorch as smp

from segmentation_models_pytorch.losses import Dicel.oss
import cv2

device = ‘cpu’

EPOCHS =45
BATCH_SIZE = 32
LR =0.001

ratio = 0.5 # Various ratios could perform better for visualization
sample_num =18

ENCODER = ‘resnet50’
WEIGHTS = ‘imagenet’

# Creating a model
class SegmentationModel(nn.Module):
def __init__(self):
super(SegmentationModel, self).__init_ ()

self.arc = smp.Unet(
encoder_name=ENCODER,
encoder_weights=WEIGHTS,
in_channels=3,
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classes=1,
activation=None

)

def forward(self, images, masks=None):
logits = self.arc(images)
if masks != None:
loss1 = DiceLoss(mode="binary’)(logits, masks)
loss2 = nn.BCEWithLogitsLoss()(logits, masks)
return logits, loss1, loss2
return logits

# %%
def read_img(path):
im = Image.open(path)
img = im.resize((256, 256))
img = np.array(img)
img = np.transpose(img, (2, 0, 1))

img =img/ 255.0
img = torch.tensor(img)
return img

# %%

model = SegmentationModel()
model.to(device)
# %%

# The lake is being separated from the snapshot

probability = 0.3

model.load state dict(torch.load(‘./best model.pt’, map location=torch.device(‘cpu’)))
path = input("Snapshot path:")

image = read_img(f”{path}”)

logits_mask = model(image.to(device, dtype=torch.float32).unsqueeze(0))
pred_mask = torch.sigmoid(logits_mask)

pred_mask = (pred_mask > probability) * 1.0

# %%

#

# plt.imshow(np.transpose(pred_mask.detach().cpu().squeeze(0), (1, 2, 0)))
new_img = np.transpose(pred_mask.detach().cpu().squeeze(0), (1, 2, 0))
new_img = np.array(new_img)

new_img *= 255

new_img = np.concatenate([new_img, new_img, new_img], axis=-1)
cv2.imwrite(“mask.jpg”, new_img)

# %%

import numpy as np

import cv2 as cv

im = cv.imread(‘mask.jpg’)



Ne 1, 2024 33 «IKTY XABAPIIBICBI»

assert im is not None, “file could not be read, check with os.path.exists()”

imgray = cv.cvtColor(im, cv.COLOR_BGR2GRAY)

ret, thresh = cv.threshold(imgray, 127, 255, 0)

contours, hierarchy = cv.findContours(thresh, cv.RETR_TREE,
cv.CHAIN_APPROX_SIMPLE)

¢ = max(contours, key=cv2.contourArea)

img = np.zeros((256, 256, 3), np.uint8)

# cv.drawContours(im, c, -1, (0, 255, 0), 2)

final = cv2.fillPoly(img, pts=[c], color=(255, 255, 255))

cv.imwrite(“mask.jpg”, final)

# %%

mask = cv.imread(‘mask.jpg’)

img_old = Image.open(‘1111.jpg’).resize((256, 256))

img_old = np.array(img_old)

cutted = cv2.bitwise_and(img_old, mask)

plt.imsave(‘cutted lake.jpg’, cutted)

print

" probability in line 80 in the range from 0 to 1")

A bit mask used allows the separation of water and dry surfaces in satellite imageries, which
is an important step in the pre-processing of data for the further operation of the neural network.
A neural network learnt on data-based can then automatically identify the largest water body in
the image, which can be useful for various applications, including hydrography and water moni-
toring [15].
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Figure 2. Initial satellite imagery of a water body
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Figure 3 shows the processing of the satellite imagery depend on the initial objectives of the
neural network. Bit operations require images to be black and white.

The activation layer of this neural network includes two mathematical functions: Rectified
Linear Unit (ReLU) and sigmoid function. The ReLU function is designated by the following
formula: f(x) = max(0, x) which allows the activation of neurons only at positive input values.
Sigmoid function is designated as s(x) = 1/ (1 + e”(-x)) and provides output values in [0, 1] in-
terval, which is qualified for binary segmentation. Neural network was learnt on 50 epochs with
learning_rate=1e-3, batch_size=32 and data augmentation.

Final accuracy: 97.8%.
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Figure 3. The result of the bit mask is the identification of the boundaries of a water body
and its separation in the image

Conclusion. Neural network learning was performed on an extensive dataset containing
about 2,800 images and associated bit masks. Link to collected satellite imagery:
https://cloud.mail.ru/public/G97u/VjmQ4GHA4C. The learning process continued for 50 epochs
with the parameters learning_rate=1e-3 and batch_size=32, and data augmentation was applied
to it, contributing to the model’s ability to generalize.

The final accuracy of the neural network reached an impressive level of 97.8%, which indi-
cates a high quality characteristic of the developed model. It is important to emphasize that ma-
chine learning models have the advantage of being able to account for more dependent variables
than classical physical models, which finally results in greater accuracy [16].

The effective use of neural networks in the processing of satellite imagery data is proved by
our research. The classification of objects based on textures and image features has a wide range
of practical applications, including the creation of bathymetric maps of the water bodies bottom.

It is important to emphasize that further learning of the neural network is underway. At the
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end of this phase it will be possible to identify the depth of water bodies and to generate bathy-
metric maps, which will further improve the research methodology and expand its scope of ap-
plication in hydrography and other related areas of science and technology.

This academic paper was done with the support of a grant from the Ministry of Education
and Science of the Republic of Kazakhstan under the project IRN AP09058557 by the contract
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