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MAPPING VEGETATION TYPES ON DIFFERENT SLOPES AND ASSESSING THE
DYNAMICS OF THEIR CHANGE OVER A LONG PERIOD OF TIME

OPTYPJI BETKEMNEPAEI ©CIMAIK TYPJIEPIH KAPTOTPA®UANAY XOHE
ONAPObIH ¥3AK YAKbIT APAJbIFbIHOAFbI ©3rePY AMHAMUKACDBIH BAFAJTIAY

KAPTUPOBAHUE TUNOB PACTUTEJIbHOCTU HA PA3NIU4HBLIX CKITOHAX U OLIEHKA
ANHAMUKUN UX USBMEHEHWA 3A NPOAOJDKUTENBbHbLIU NEPNO BPEMEHU

Abstract. Vegetation mapping is a key task in remote sensing for environmental protection. Modern
remote sensing technologies offer numerous advantages, including significant time savings, the ability to
cover large areas, and effective long-term monitoring. These methods can greatly accelerate tasks
compared to traditional field-based approaches. This article presents a method for land cover classification
using time series analysis of Planet Scope satellite imagery from 2019 to 2023. The aim of the study is to
examine how different input data affect classification outcomes and to analyze vegetation dynamics over
the selected period. The research was conducted in the northeastern part of East Kazakhstan using the
Random Forest (RF) algorithm to determine optimal parameters and track changes in vegetation types.
The results include land cover classifications based on five different feature combinations, along with an
overall accuracy assessment. The findings indicate that the best results in land cover mapping are
achieved by combining spectral bands, topographic indices, and tree crown height layers. Vegetation was
classified into three categories: trees, shrubs, and grass cover, with water bodies and bare soil areas also
identified. The analysis revealed that from 2019 to 2023, the total area of trees and water bodies
decreased, while grass cover, shrublands, and bare areas expanded. These findings can aid in further
ecosystem analysis and highlight significant changes in vegetation structure and ecosystem processes.

Keywords: Vegetation types, machine learning, Random Forest, remote sensing, change monitoring

AHOamna. ©cimOik mypnepiH kapmozpagusinay KopwaraH opmaHbl Kopfay canacbiHOarbl KaulbiK-
mbikmaH 30HOmMayObiH MaHbI30bl MiHOemmepiHiH 6ipi 60nbin mabbinadbl. 3amaHayu KawblKmbIKmaH
30HOMay mexHornoausinapbiH KondaHyOblH KernmeaeH apmbiKWbiibiKmapbl 6ap, OHbIH iWiHOe yaKbimmbl
atimapnbsikmatli yHemOey, yrkeH aymakmapObl kammy, y3ak mep3imOi muimOi 6akblnayObi KamMmamachi3
emy. byn edicmep Oacmypni xepycmi oadicmepmeH canbicmbipraH0a marncbipmanapobl opbiHOayObl
atmapnbikmal xbindamOama anadbl.Makanada 2019-2023 xwindap apansirbiHOarel Planet Scope
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crymHukmik cypemmepidH manday HeeidiHOe ecCiMOIK XaMblnFbICbiH Xikmey adici mankbinaHalbl. bymn
3epmmey0diH Makcambl spmypiii Kipic 0epeKkmepiHiH Xikmesny HemuxenepiHe xsaHe maHoanfaH Kke3eHoeai
eciMOikmepOiH e32epy OuHamukacbiHa ocepiH manday 6onbin mabbinadsl. LbiFbic KazakcmaHHbIH
conmycmik-whblirbic 6eniciHde «Random Foresty (RF) anzopummi 6olbiHWa eH Konalnsi napamempiepdi
maHday XoHe eciMOiKk myprepiHiH e3z2epyiH manday ywiH 3epmmey Xxypaisindi. Tonmacmbipy
beneinepiHiH 6ec mypri KOMOUHaUUSICbIH XoHe xanrnbl 0an0ikmi baranaydbi natidasaHa ombipblir, Xep
JKaMbIFbICbIH Xikmey Hamuxenepi 6epineeH. 3epmmey Hemuxenepi 6olbiHwa crnekmprik apHanap,
mornozpahusiiiblK  Kepcemkilumep JXeHe arall  KankacbiHblH — Ouikmik Kabambl  cusikmbl  Kipic
napamempnepOiH KoMOUHauyusicblH rnaudanaHy Xep XaMblUIFbICbIHbIH KapmacbiH acayda €eH XaKCbl
Hamuxxe bepemiHi aHbiIKmarnobi. ©CiMOiK XaMblFbiCkbl arawmap, bymanap XeHe wer XaMbliFbICbl 60/1birn
yw mypee Xikmernin, cy pecypcmapbl MeH auwbIK MmorbipakmbiH aymakmapbl aHbikmanobl. Tanday
kepcemkeHOel, 2019-2023 xbindap apanbirbiHOa arawmap MeH Cy KolUmanapbiHblIH Xarrbl Kerewmi
asalibirf, an wer XamblinfbiCbl, Bymanap XoHe awblK mornbsipak ankanmapsl kebelin kenedi. Ocbinadwa,
3epmmey Hamuxernepi 3KOXyUeHiH e3z2epicmepiH odaH api manday MeH Xep XaMblffbiCbl KYpPbiribl-
MbIHOarbl XaHe aKoxylernik npouyecmepdeai MaHbi30bl e32epicmepdi aHbIKmayra biknasn eme anaosbi.

Tytin ce3dep: OcimOik mypnepi, mawuHanbiK okbimy, Random Forest, KawbiKmbikmaH 30HOmMay,
e3z2epicmepdiH MOHUMOPUHaI.

AHHOmauyusi. KapmoepaguposaHue pacmumenibHocmu sierisemcsi 00HoU u3 Haubonee 6axHbIX
3a0ay ducmaHyuoOHHO20 30HOUpOBaHUSA 8 obnacmu 3awumbl OKpyxarouwel cpedbl. [MpumeHeHue
CO8pPeEMEHHbIX MmexHOoMo2uli OUCMAaHUUOHHO20 30HOUPOB8aHUs UMEem MHOXEeCcmeo peuMyuecms,
8KJTH0Hasi CyU,eCmeeHHY 3KOHOMUK 8peMeHU, oxeam OBOWUPHbIX meppumopull u obecrniedeHue 3ghhek-
mugHo2o OnumernbHo20 HabndeHusi. Smu Memook! 0380/IA0M 3Ha4YUMesIbHO YCKOPUMb 8bIMONHEHUEe
3aday o cpasHeHU0 ¢ MpaduyUOHHbIMU Ha3eMHbIMU criocobamu. B cmambe paccmampusaecsi memood
Kraccughukayuu pacmumersibHO20 0Kpo8a Ha OCHOBE aHasusa CrymHUKoebIX cHUMKoe Planet Scope
8peMeHHbIX psidos 3a nepuod ¢ 2019 no 2023 200. Llenb 0aHHoO20 uccriedosaHusi cocmoum & aHasuse
8/IUSIHUST pa3/iuYHbIX 8X00HbIX OaHHbIX Ha pe3yibmambl Kraccugukauyuu u OUHaMUKU U3MeHeHUl pacmu-
mernbHoCmuU 3a 8blbpaHHbIl nepuod. bbino nposedeHo uccredosaHue 8 cesepo-80CMOYHOU Hacmu
BocmouyHozo KasaxcmaHa ¢ ucrnonb3ogaHuem anzopumma Random Forest (RF) dns1 enibopa Haubonee
nooxo0swWux mnapamMempos U aHanuda U3MeHeHul murog pacmumernbHocmu. [lpedcmasneHs:
pe3ynbmambl Kraccugukayuu pacmumesibHo20 [oKpoga C UCMOMb308aHUEM MSIMU  PasiuYHbIX
KOMOUHayul KnaccughukayUuoHHbIX MPU3HaKos U oueHKu obuweli moyHocmu. CoenacHo pesysrbmamam
uccnedosaHus, bbII0 YCMaHOB/IEHO, YMO UCMO/b308aHUE KOMBUHaUUU makux 6XOOHbIX napamempos,
KaK crekmparsibHble KaHalbl, morozpaghuyeckue UHOeKCbl U Croli 8bicombl KpoH Oepeebes, Oarom
Haunyywue pesdynbmambl 8 KapmuposaHUU pacmumesibHO20 MoKposa. PacmumesibHbil noKpoe 6bir
KrnaccuguyuposaH Ha mpu murna. Oepeebs, KyCmapHUKU U mpasesHol MOoKpos, a makxe Obinu
onpederneHb! mniouw,adu 800HbIX PeCypco8 U OMKpbImMoU noyssl. AHanu3 rnokasars, Ymo e nepuod ¢ 2019 o
2023 200bl obwasi nnowjadb Oepesbe8 U 6000eMO8 yMEHbUWAemcsi, 8 mo epeMsi Kak riouwadu
mpaesiHo20 MOKPo8a, KYyCMapHUKO8 U He MOKPbIMbIX PacmumesibHOCMbIO y4acmKoe yeenu4yuearomcs.
Takum obpasom, pe3ynbmamel uccredosaHusi Moaym criocobcmeosampb OasibHelweMy aHanusy
U3MeHeHul 3KocUCMeMbI U 8bISI8NIEHUI0 8aXKHbIX U3MEHEHUU 8 cmpyKkmype pacmumesibHO20 roKposa 8
3KOCUCMEMHbIX Poyeccax.

Knroyeeble cnoea: Tunbl pacmumesnibHoCmu, MawuHHoe obyyeHue, Random  Forest,
AucmaHyuoHHoe 30HOUpOoBaHUe, MOHUMOPUHE U3MEHEHUU.

Introduction. The classification and mapping of vegetation using remote sensing are
regarded as effective methods for collecting land cover data at various spatial scales (Feddema,
2005). These methods are crucial for understanding the impacts of land cover changes on
factors such as agricultural production, avalanche formation, carbon sequestration, water
quality, runoff, and biodiversity conservation.

Machine learning has attracted increasing attention in recent years, and its use in land cover
classification has been expanding (Sun, 2023). The Random Forest machine learning algorithm
proposed by Leo Breiman and Adele Cutler combines two key concepts: Breiman's bagging
method and the random subspace method proposed by Tin Kam Ho. With this flexibility, Random
Forest can effectively solve a wide range of machine learning problems (Breiman, 2001).

The objective of this study was to select the optimal combination of input variables for high-
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precision mapping to determine the vegetation dynamics on different slopes. A dataset of
topographic (Elevation, Slope, Aspect), spectral indices (NDVI, NDWI, EVI, MSAVI) and
canopy height were used as RF input parameters to classify vegetation at a local scale on the
GEE platform with Planet Scope satellite images in the selected area. Then, the obtained
optimal RF parameters were applied to classify the vegetation type and analyze their dynamics
during the period 2019-2023.

Literature review. Machine learning is particularly used in land cover classification
(Georganos, 2018), remote sensing image classification (Sheykhmousa, 2020) and soil property
mapping (Hengl, 2015). They provide high classification accuracy for different vegetation
types, resistance to overfitting and the ability to handle large amounts of data. In a number of
previous studies, the Random Forest algorithm has demonstrated better results than other
machine learning algorithms. For example, Dino Dobrini¢ achieved 92% accuracy in his study
using Sentinel imagery for a hilly area of Northern Croatia (Dobrini¢, 2021). The results of the
Thanh Noi Phan study show that all datasets provided medium to high accuracy land cover
maps with an overall accuracy of over 84.31% (Phan, 2020). Also, Xueliang Zeng obtained the
best results in soil identification using the RF algorithm in his research conducted on the Google
Earth Engine (GEE) platform (Zeng, 2024). Samuel Edwin Pizarro created a highly accurate
model by combining spectral bands and topographic indices with the random forest algorithm,
with the Kappa coefficient being 0.81 (Pizarro, 2022).

Materials and methods. The research methodology includes the following 6 steps: 1)
identification and processing of Planet Scope satellite data, 2) feature extraction and dataset
preparation, 3) selection of training and testing samples, 4) vegetation classification and
accuracy assessment in the selected area, 5) identification of the optimal dataset for vegetation
classification, 6) analysis of RF classification accuracy and change dynamics over the selected
period. The workflow is shown in Figure 1. The details are described in the following sections.

Planet Scope satellite images (3m)
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Figure 1. Research method graph

Note — compiled by the authors

The area of research. The research territory is situated in the northeastern part of the East
Kazakhstan region (Fig. 2), covering over 2955 km? and featuring elevations ranging from 768
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to 4448 meters. The geographic coordinates of the area are 85°30' - 87°00' east longitude and
49°10' - 49°50' north latitude. The majority of the study area lies in the southeastern part of the
Listvyaga Ridge, extending to the highest peak, Belukha, at the border with Russia, and reaches
the northern section of the Bukhtarma River in the south. The Belukha glaciers serve as the
source of the Belaya and Chernaya Berel rivers, and the area also includes lakes such as
Rakhmanovskoye, Yazovoye, Chernovoye, and Maralye.

Mountain forests are typically found at elevations ranging from 1,200 to 2,200 meters above
sea level. Coniferous trees include evergreen cedar, spruce and fir, as well as larch; deciduous
trees include white-trunked birch, poplar, aspen, and many different types of willow. Shrub
flora numbers over 50 species (Bel'gibaev, 2007).
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Figure 2. Map of the terrain of the research territory
Note — compiled by the authors

The data used in this study were divided into two groups: Planet Scope satellite data and
ancillary data. Brief information on each data group is provided below.

Satellite datasets. The land cover maps were created using commercial data from the
PlanetScope satellite constellation, which consists of three groups of satellites: Dove-C, Dove-R
, and SuperDove. The PlanetScope satellites provide images with a resolution of 3.0 to 4.2
meters, which capture images in at least four spectral bands: Blue, Green, Red, and NIR.

In addition to providing individual images, the Planet Labs portal allows you to receive
composite images. These are stitched images that combine the best parts of several images,
removing clouds for analysis. The results were images dated July 13, 19, 2023, which were
made up of 20 individual scenes combined into one composite image. Similarly, the composite
image for July 3, 2021, was made up of 33 scenes, for 2019, images were taken on July 6, 17,
29 and August 1, 12, and consisted of 63 scenes.

PlanetScope images require additional processing in the form of image normalization, due to
the difference between the band ranges of the Dove-C, Dove-R and SuperDove satellites.
Therefore, the Planet Labs portal provides the ability to harmonize images with Sentinel-2
images: blue - band 1, green - band 3, red - band 4, NIR - band 8a. Thus, we received
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harmonized Planet Scope images with time intervals for the months of July-August 2019, 2021,
2023 (URL.: https://earth.esa.int/eogateway/missions/planetscope).

Topographic data. As topographic variables for land cover classification from the Shuttle
Radar Topography Mission (SRTM) 30 m resolution data available from the US Geological
Survey (USGS) website (URL.: https://earthexplorer.usgs.gov/), we determined the slope (in
degrees from 0 to 90°) and aspect (in degrees from 0 to 360°) from the Elevation layer (Figure
1) and transformed the aspect using trigonometric sinusoidal values to avoid cyclical data
values. The obtained sinusoidal aspect values reflect the degree of tilt toward the east, ranging
from 1 (oriented to the east) to -1 (oriented to the west).

Spectral Indices. Vegetation indices like MSAVI, EVI, NDVI, and NDWI are employed to
differentiate between areas with and without vegetation, assess vegetation health while
accounting for biomass and atmospheric conditions, and enhance the detection of water bodies
(Huete, 2002; Gilang, 2021; McFeeters, 1996).

Using the following equations, spectral indices were calculated — NDVI, NDWI, EVI,
MSAVI.

NDVI = % 0

NDWI = % 2

MSAVI = ZNRH1- (2*N1R2+1)2—8(N1R-Red) @
EVi=25+ (N1R+6>E$;c{lir7{.esi)l31ue+1) 4)

where: NIR — infrared range; Red — red range; Green — green range; Blue — blue range.

Canopy Height. The Global Canopy Height Maps dataset provides detailed information on
tree canopy heights worldwide at 1 m resolution, covering the period from 2009 to 2020. The
majority of the data (80%) is based on imagery taken between 2018 and 2020, providing a
current and accurate representation of tree canopy height and distribution over this period. This
layer was used to distinguish vegetation from each other based on tree canopy height (Tolan,
2024).

As a result, 9 auxiliary data sets were obtained, on the basis of which 5 combinations were
formed for studying the optimal RF parameters and for vegetation classification (Table 1.)

Table 1. Combinations and their input layers

Combination Input layers
number
N1 spectral channels + spectral indices + topographic indices
N2 spectral channels + spectral indices + crown height
N3 spectral channels + topographic indices + crown height
N4 spectral indices + topographic indices + crown height
N5 spectral channels + spectral indices + topographic indices + crown height
Note — compiled by the authors

Collecting training data. Extracting training and validation samples from the original map is
a critical step in the digital vegetation mapping process. The quality of the training data directly
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affects the accuracy of the updated vegetation map. We extracted the area data from the GEE
base map layer, which is built on high-resolution satellite data. Information from Planet Scope
satellite images was also used to select training data. Training data for various land cover types
were generated by selecting pixels through visual analysis, with each pixel being assigned a
known land cover classification. This enabled the machine learning algorithm to learn and
distinguish these types based on their spectral properties.

The training data was divided into 6 classes: trees, grass, bare soil, shrubs, snow, and water.
By comparing data from two different sources, 4594 training samples were collected for 2019,
2021, and 2023.

Random Forest Algorithm. Today, RF is considered one of the most widely used algorithms
for land cover classification using remote sensing data (Phan, 2020; Zeng, 2024; Pizarro, 2022;
Mercier, 2019). Random Forest is a machine learning method that uses multiple decision trees for
classification or regression analysis. Its advantages include high accuracy and resistance to
overfitting when working with different types and high-dimensional datasets (Amani, 2017). The
RF classifier requires two key parameters to operate: the number of randomly selected variables
(mtry) used to build the decision tree at each splitting step, and the number of decision trees
(ntree) (Fu, 2017). It is based on the concept of ensemble learning, in which multiple decision
trees are built and their results are combined to produce the final prediction (Breiman, 2001).

RF uses each vote on the decision tree to produce results:

C
Aa) = Bgrgmaxzy_ld;(a) ©)

where: A(a) is the model based on RF extraction algorithm; Bargx is the x-labeling of the
extracted class; C is the number of voting decision trees in the RF extraction algorithm forest;
dy is the y-th voting decision tree in the RF extraction algorithm forest (Zeng, 2024).

All 5 sets of machine learning algorithm combinations were run using code written in GEE.
During the training process, the training data set was split into training and validation data (8:2).

Accuracy assessment. In the course of the work, the following metrics were used to evaluate
the accuracy: Overall Accuracy (OA) and Kappa Coefficient (KC), which were calculated using
the functions ‘“confusionMatrix.accuracy”, “confusionMatrix.kappa” on the GEE platform
(Huang, 2017). The validation dataset was used to evaluate the accuracy of vegetation maps
created on the basis of base maps from GEE, as well as digital maps obtained using various
classification methods.

Overall Accuracy measures the effectiveness of the algorithm and is determined by the ratio
of correctly classified samples to the total number of samples tested. Its values range from 0 to
1, where values approaching 1 indicate higher classification accuracy. Similarly, the Kappa
coefficient, which ranges from -1 to 1, reflects the consistency of classification across all map
types, with values closer to 1 indicating stronger agreement (Zeng, 2024).

Importance of Input Parameters. To determine the importance of input variables and the
degree of their influence on classification, the MDI (Mean Decrease Impurity) method of
variable importance assessment implemented in Google Earth Engine is used. MDI is a method
for determining the importance of features in the RF algorithm. It measures how much each
feature reduces the diversity in the trees of the RF algorithm and calculates the average value of
this value for all trees in the algorithm. The greater the reduction in the diversity of a feature in
the trees, the higher its importance (Agarwal, 2023).

Results and discussion. Based on the RF classification, this study generated 15 land cover
maps, each showing a certain OA and QC accuracy value. The classification results were
visualized as a map, where each vegetation type was displayed in its own color. As mentioned
in the Materials and Methods section, in addition to the spectral channels of Planet Scope
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images, we also used additional variables to test whether they improve the accuracy of the land
cover maps and to find an effective option for combining variables.

Accuracy evaluation results. The classification accuracy evaluation results shown in Table 2
show that the highest overall accuracy (OA) and kappa coefficient (KC) in 2023 were
demonstrated by the N3 combination, which includes spectral channels, topographic indices and
tree crown height layer, with OA estimates of 0.94 and KC of 0.92.

Table 2. Accuracy evaluation results for five combinations

Combination number Accuracy assessment year 2023 year 2021 year 2019
N1 OA 0.87 0.9 0.91
KK 0.86 0.88 0.89
N2 OA 0.86 0.86 0.85
KK 0.82 0.83 0.81
N3 OA 0.94 0.93 0.9
KK 0.92 0.91 0.87
N4 OA 0.88 0.93 0.85
KK 0.85 0.91 0.8
N5 OA 0.92 0.92 0.92
KK 0.89 0.91 0.9
Note — compiled by the authors

In 2021, the N3 and N4 combinations showed similar results, with a slight difference in OA
of 0.0033 and KC of 0.0028, respectively. In 2019, the best combination was N5, which
achieved the results of OA - 0.92 and KK - 0.9. The lowest indicators were shown by the
combination N2, which included spectral channels, spectral indices and the tree crown height
layer. According to Table 2, the combination N3 shows better results compared to the
combination N5, although the difference between them is insignificant.

The results show that the use of topographic indices can provide a moderate to high fit to the
training data. This is supported by the fact that all combinations including these variables
showed high performance, while their absence resulted in worse results.

This increase can be explained by the order of importance of the variables in Figure 3 for all
input features. In all three time series, the Elevation layer was always rated as the most
important for classification. Among the spectral indices, the EVI index had the greatest
influence, and among the spectral channels, the NIR and Blue bands played the greatest role.
Overall, the topographic indices and spectral channels showed significant influence and were
active, while the Canopy Height layer had the least influence.



«BECTHUK BKTV» 184 Ne 3, 2024

Coppesison of the impartanee of varables acmoss years

CE] Eus i
vl e gen red

I 20e I
80

w5

r
1

1

1

1

1

1

1

1
-
—
1
15
1
|
b o
I
1
-
1
1o
1

1
|1
1

1
, =
1 II
1 [}
1

1

5

P
=

=

e
=

e

&

=

WEFLC LLLMaI 1
Cannzygkight =

ML
KICHFF

Figure 3. Comparison of the importance of variables for 2019, 2021, 2023

Note — compiled by the authors

Results of classification and analysis of change. Change detection is the process of
identifying the differences between multiple raster datasets after performing classification and
calculating vegetation indices. Based on the previous results, we selected the best classification
combination N3 (Figure 4), and calculated the total area for each class in 2023 to analyze the
changes in vegetation (Table 4). The spatial distribution of each class of vegetation cover is
shown in the figure (map). According to the table, the largest territory is occupied by class 2,
representing herbaceous vegetation, followed by class 4, open soil, which includes the entire
earth's surface not covered by vegetation and water resources.

Table 4. Classroom area volume for 2019, 2021, 2023

0 — trees 560,108502 535,915764 642,222153
1 —shrubs 50,115681 140,416371 43,2504

2 — grass 1598,585184 1627,936533 1554,5142
3 — water 14,397363 15,856929 16,528482
4 — bare soil 675,131895 555,190722 642,925458
5 —snow 57,408606 80,430912 56,306538
Note — compiled by the authors
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Figure 4. Map of vegetation cover of the study area for 2019, 2021, 2023 (combination N3)
Note — compiled by the authors

It is important to note that the time interval of the Planet Scope satellite data images has a
significant impact on the classification results. As mentioned, the 2021 images are dated early
July, while the 2019 images cover the period from early July to mid-August, which may lead to
differences in snow and vegetation conditions between years. In Figure 5 with options A, B, C,
you can clearly see the differences in the classifications for 2019, 2021 and 2023. In the "trees"
class, the differences between the options are not particularly pronounced, while the "shrubs”
and "open soil" classes demonstrate noticeable differences between 2021 and 2019, 2023 (the
exact figures for the areas of the classes are presented in Table 4).
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Figure 5. Comparison of RF classification results with the N3 combination set for 2019, 2021, 2023
Note — compiled by the authors

Sources of Error and Limitations of the Study. In this study, different feature variables had
different effects on the land cover classification process. The main limitations of this work
mainly relate to the differences between the satellite images obtained by Planet Scope and the
reference data. Due to the limited data availability, including the lack of SWIR bands in the
Planet Scope satellite images, spectral indices such as NDBI, NBR, NDSI, SVVI, which could
improve the classification accuracy, were not calculated in this study (Pizarro, 2022). It is worth
noting that mountainous areas often have cloud cover, which can make it difficult to obtain
cloud-free images for the study area). Also, the final classification result was affected by the
differences in the characteristics of the Planet Scope satellite sensors, which was reflected in the
final composite images.

The choice of training data plays a key role in class assignment (Zeng, 2024). The amount
and accuracy of training data used in the classifier training and testing phases were limited due
to remote accessibility. This created difficulties in analyzing the classification results in
combination with the available training dataset.

Conclusion. In this study, we present a comparative evaluation of five combinations of the
RF algorithm using Planet Scope satellite imagery to generate vegetation type maps. Our
analysis confirms that using different approaches to selecting input parameters results in
different classification performances (OA varies from 0.8 to 0.94). The best performance was
demonstrated by the N3 combination, which included topographic data, a tree crown height
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layer and four spectral channels, with an overall accuracy of 0.94 and a kappa coefficient of
0.92 for 2023. However, the performance of different combinations may vary depending on the
characteristics of the study area and the data used.

The results of the study show that the use of cloud computing on the GEE platform and
machine learning methods allows tracking the dynamics of vegetation change with further
improvements to the method. Future research should focus on modern deep learning methods
such as convolutional neural networks, which require extensive training data from field surveys
and Planet Scope imagery. Further development of the methodology will reveal the full
potential of digital vegetation mapping for addressing key ecosystem challenges.
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