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Abstract. Automatic Question Generation (AQG) is a rapidly growing area within artificial intelligence
(Al) and natural language processing (NLP), focused on creating questions automatically from various
sources like raw text, databases, and semantic representations. This review explores a wide range of AQG
approaches, from traditional rule-based methods to advanced neural network models, including sequence-
to-sequence, transformer-based, and graph-based architectures, as well as hybrid methods that combine
linguistic rules with machine learning techniques. While rule-based systems offer clarity and control, they
often struggle with complex language structures, whereas neural models, especially those using
transformers like T5 and BART, have transformed AQG by enabling end-to-end learning and generating
more contextually relevant questions. Hybrid models aim to balance the strengths of both approaches,
enhancing flexibility and adaptability. The review also discusses evaluation methods, including automated
metrics like BLEU, ROUGE, and METEOR, along with human assessments. Despite notable progress,
challenges remain in achieving natural question fluency, semantic accuracy, and the generation of high-
quality distractors for multiple-choice questions. Looking ahead, promising research directions include
lifelong learning models, multimodal question generation that integrates text with images or code, and more
robust evaluation frameworks. This review offers insights for researchers and practitioners, emphasizing
AQG’s potential to improve educational tools, conversational agents, and information retrieval systems.

Keywords: Automatic Question Generation, Natural Language Processing, Rule-based approaches,
Neural Networks.

AHOamna. Cypakmapdbi asmomammsl mypoe xacay (AQG) — memiHOik Mmamepuandap, depekkopnap
JKOHEe ceMaHmuKarbIK KepiHicmep cusikmbl spmypri ke30epdeH cypakmapdbl aemomammabl mypoe xacayra
b6arbimmanraH xacaHObl uHmennekm (Al) xsHe maburu mindi eHOeydiH (NLP) KkapkblHObI Oamblin Kerne
XamkaH canacbl. byn wony AQG adicmepiHiH KeH ayKbiMbIH KammuObl, 0acmyprii epexeee Heziz0enzeH
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adicmepdeH HelUpoHObIK XeninepdiH KeHelminzeH ynazinepiHe, COHbIH iWwiHOe  pemminikke,
mpaHcgopmamopra XoHe 2pachukara HeezizdenzeH apxumekmypanapra, CoHOal-aK INuHe8UCMUKarbIK
epexenepdi MawuHarnblK OKbimy adicmepimeH bGipikmipemiH a2ubpudmik adicmepze OeliH. Epexeee
HeeisOenzeH xyuenep aHbiIKmMbIK rneH O6akbinayObl KaMmamacbi3 emkeHiMeH, onap Kypoesni mindik
KypblnibiMOapMeH Xui Kypeceli, an HelpoHOblK MoOenb0ep, ocipece T5 xoHe BART cusikmbl
mpaHcgopmamopnapdob! natidanaHambsiHOap, COHbIHa OeliH OKyfa MyMKIHOIK 6epy XeHe KOHMEKCMmKe
Kambicmbl cypakmapObi wbirapy apkblibl AQG-Hbl e3zepmmi. [ubpudmi modensOep ukemoiniKk neH
belimdenydi apmmaipa omelpbir, eki macindiy 0e Kywmi xakmapbiH meHecmipyze barfsimmarnraH. LLony
COHbIMEH Kamap 6aranay odicmepiH, CcoHbiH iwiH0e BLEU, ROUGE xoHe METEOR cusikmbl
asmomammaHObipbiniraH Kepcemkiwmepdi, coHlal-ak adam baranaynapbiH marnkbiialosl. Eneyni
rpoepecke Kapamacmat, cypakmapObiH maburu epkiHlieiHe, ceMaHmukarbik 0andiciHe KO Xemki3y xeHe
bipHewe maHOaynbl cypaKmap YWwiH xofapbl canarnbl ducmpakmopniapobl xacayda KubiHObIKmap i e
bap. lMepcnekmusansi 3epmmey 6arfbimmapbl emip 60Ubl OKblmy yrneinepid, MemiHoi cypemmepmeH
Hemece KooneH bipikmipemiH Mybmumodarns0bl cypakmapObl 2eHepayusinayobi XeHe ceHimiipek baranay
XytienepiH kammuodsl. byn wony AQG-HiH 6iniv 6epy KypandapbiH, celiecy aceHmmepiH xeHe akrnapam
i30ey XylienepiH xakcapmyodarbl 85ieyemiH Kepceme ombIpbirl, 3epmmeywinep MeH npakmukmepeae acep
emeoi.

Tylin ce3dep: Cypakmapdbl asmomammbl mypoe Kypy, maburu mindi eHOey, epexeae HezaiddernzeH
macindep, HelipOHOLIK Xerinep.

AHHOmauyus. Aemomamuyeckas eeHepauyusi eorpocos (AQG) — cmpemumenibHO pa3eusarul,asics
obnacmb uckyccmeeHHo20 uHmennekma (Al) u o6pabomku ecmecmeeHHo20 A3bika (NLP), opueHmupo-
e8aHHasl Ha aemomamu4yecKoe co30aHue 80rMPOCO8 U3 Pa3fiuyHbIX UCMOYHUKO8, MaKuX KaKk meKcmosabie
mMamepuarbi, 6a3bl 0aHHbIX U ceMaHmuyeckue npedcmasneHusi. B daHHom o63ope paccmampugaemcs
wupokuli cnekmp rnodxodos k AQG, om mpaduyuoHHbIX Memodo8, OCHO8aHHbIX Ha rfpasusnax, 00
npodsuHymbIx Helipocemesbix Modesnel, 8KIYass apxumeKkmypbl Ha OCHOB8e «oc/iedo8amesibHOCMb -
rocnedogamesibHOCMb», MpPaHcghopMepos u epaghos, a makxke a2ubpudHblie Memoldsbl, codemaroujue
NUHesUcmMuUYecKue rnpasuna ¢ mMemodamMu MauwuHHO20 oby4yeHusi. Xomsi cucmeMbl, OCHOBAHHbIE Ha
npasunax, obecrne4yusarom SICHOCMb U KOHMPOJIb, OHU Yacmo He Crpassisiomcsi CO CIOXHbIMU S13bIKO -
8bIMU CMPyKmMypamMu, 8 Mo 8peMsi Kak HelipOHHbIe MoOeriu, 0COOEHHO UCMOb3yruue mpaHcghopmepsbl,
makue kak T5 u BART, uameHunu AQG, obecrneyus ckgo3Hoe obydyeHue u 2eHepuposaHue 6oree
KOHmMeKcmyarsbHO 3Ha4yuMblx eorpocos. [ubpudHbie modenu npuseaHbl cbanaHcuposamb CUJIbHbIE
CMOpPOHbI  0boux nodxodos, nosebiwas aubkocmb U adanmueHocmb. B 0630pe makxe
paccmampusaromcss MemoObl OUEHKU, 8KoYasi agsmomMamu3upo8aHHble MempuKku, makue kak BLEU,
ROUGE u METEOR, a makxe 4eriogedyeckue oyeHku. Hecmomps Ha 3amemHbili npoepecc, ocmarmcsi
npobnembl, cesizaHHble C OocmuXeHueM ecmecmeeHHoU 6eanocmu 80rpocos, ceMaHmMu4Yeckol
moYyHocmu U co30aHUeM 8bICOKOKa4ecmeeHHbIX oucmpakmopos Osisi 80Mpoco8 C HECKOIbKUMU
eapuaHmamu omeemos. [lepcriekmueHble HanpaeneHusi uccnedosaHull ekioYaom modenu obyqeHus
Ha npomsiKeHUU 8cez0 CyulecmeosaHusi, MyfbmumMoOalibHyr0 2eHepayuto 80rpocos, 06beOUHSIOULY0
meKkcm ¢ u3obpaxkeHUsIMU unu kKooom, u 6onee HadexHble cucmeMbl oueHKU. B o63ope npedcmaesneHsb!
Hapabomku 0nsi uccriedogameriel U npakmukos, rnodyepkusarouwue nomeHyuan AQG 0ns ynydweHus
obpazosamesibHbIX UHCMPYMEHMO8, pa32080pPHbIX a2eHMO8 U UHGhOPMAaUUOHHO-MOUCKOBLIX CUCMEM.

Knroueebie cnoea: Aemomamuyeckasi 2eHepayusi 80rnpocos, obpabomka ecmecmeeHHO20 S3bIKa,
no0xo0bl Ha OCHO8e rpasu’i, HeUPOHHbIE cemu.

Introduction. Automatic question generation (AQG) stands as a pivotal area within artificial
intelligence (Al), focused on automatically crafting questions from diverse input sources,
encompassing databases, semantic representations, and raw text (Tran, Nguyen, Tran, Vo, 2023).
Previous surveys that have explored AQG have primarily concentrated on specific facets or
methodologies, such as rule-based approaches or particular applications (Yuan et al., 2022). This
limited focus has left a gap in terms of a comprehensive understanding of the broader field of
AQG. This survey distinguishes itself by presenting a systematic and in-depth examination of
AQG, encompassing both traditional and modern techniques, a wide array of question categories,
and a range of evaluation methods.

Traditional rule-based methods for QG, grounded in predetermined linguistic rules and
patterns, offer transparency and controllability (Tran, Nguyen, Tran, Vo, 2023). However, these
methods often demand extensive manual effort and may encounter difficulties when confronted
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with complex language structures. The emergence of neural QG models, particularly those built
upon deep learning architectures such as sequence-to-sequence and transformer networks, has
signaled a paradigm shift in the field (Dhole, Manning, 2022; Naeiji et al., 2023). These data-
driven approaches present end-to-end trainable frameworks that can learn intricate patterns from
expansive datasets and generate questions that are more contextually relevant and diverse.
Notable advancements in neural QG include the incorporation of attention mechanisms, copy
mechanisms, and pre-trained language models, contributing to enhancements in performance and
fluency within the generated questions (Fei, Zhang, Zhou, 2021; Sun et al., 2022; Naeiji et al.,
2023; Dhole, Manning, 2022).

Section 1 provides an overview of various approaches to Automatic Question Generation
(AQQG), including rule-based, sequence-based, transformation-based, graph-based models and
hybrid approaches. Section 2 focuses on evaluation methods, covering both automatic metrics
and human assessments. Finally, Section 3 wraps up with the conclusion.

Classification of automatic question generation approaches. Automatic question generation
(AQQG) is a task that involves generating questions from various input formats like text, data, and
knowledge bases (Leite, Cardoso, 2023; Blstak, Rozinajova, 2022). AQG systems can be
categorized into three main types: rule-based, neural network-based and hybrid approaches
(Huang et al., 2021). The following section will delve into a detailed classification of these
approaches, examining the diverse methodologies and techniques employed within each category.

Rule-based approaches. Rule-based question generation (QG) systems operate by applying
predefined linguistic rules and patterns to transform declarative sentences into questions.
These systems typically involve a multi-stage process (Leite, Cardoso, 2023; Zhang, Zhang,
Wang, 2022; Naeiji et al., 2023): First, the input sentence is parsed using techniques like
dependency parsing (Sewunetie, Kovacs, 2024; Huang et al., 2021; Zhang, Wang, 2022), part-
of-speech tagging (Blstak, Rozinajova, 2022), named entity recognition (Sewunetie, Kovacs,
2024), and semantic role labeling (Zhang, Zhang, Wang, 2022; Sewunetie, Kovacs, 2024;
Leite, Cardoso, 2023) to identify key linguistic features. Next, this information is matched
against a set of predefined rules or templates that specify how different sentence structures
should be transformed into questions (Huang et al., 2021; Zhang, Wang, 2022; Barlybayev,
Matkarimov, 2024). Finally, the system uses these rules to generate a corresponding question,
often targeting specific elements of the input sentence, like the subject, object, or location.
While this approach may require considerable effort in crafting rules, rule-based QG systems
offer transparency, controllability, and ensure grammatically well-formed questions (Dhole,
Manning, 2022). They are particularly useful in scenarios with limited training data, such as
low-resource languages, where neural network-based methods may not be feasible (Leite,
Cardoso, 2023). Table 1 provides a comparative overview of rule-based approaches.

Neural Network-based approaches. Neural network-based approaches have achieved
remarkable success in Automatic Question Generation (AQGQG), surpassing traditional rule-
based methods by leveraging the power of deep learning to learn complex patterns from data
and generate diverse and contextually relevant questions. These approaches can be broadly
categorized into three main types: Seq2Seq, Transformer-based, and Graph-based approaches.
The sequence-to-sequence (Seq2Seq) architecture is at the core of most neural automatic question
generation (AQG) systems (Zhang, Zhang, Wang, 2022; Leite, Cardoso, 2023; Barlybayev,
Matkarimov, 2024). This architecture is built around two key components: an encoder and a
decoder. The encoder processes the input text, such as a sentence or paragraph, and converts it
into a fixed-length vector, often called the context vector, which encapsulates the essential
meaning of the input. The decoder then uses this context vector to generate a question, crafting it
word by word. By leveraging patterns from training data and the context provided by the encoder,
the decoder transforms the encoded information into coherent and relevant questions.
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Table 1. Summary of rule-based approaches used for AQG
Model Automg‘uc Human evaluation
evaluation
Dependency  parsing, - 412 questions evaluated in total
part-of-speech tagging, Simple Complex
chunking, and named sentences sentences
entity recognition  to Grammatical 76.95% 76.95%
identify sentence Make sense 52.31% 52.31%
templates Vague 47.69% 47.69%
Correct 329 77
Spurious 300 105
Missed 57 39
Precision 0.52 0.42
Recall 0.85 0.66
F-Score 0.65 0.51
Tag-set sequence to | - Total
capture syntactic and TSSP-DB entry pairs 122
semantic information QAPs generated 796
All correct 773
Syntactically acceptable | 13
Semantically acceptable | 8
Unacceptable 2
Syntactic rules with | BLEU-1 45.55 Grammatical correctness and
universal dependencies, | BLEU-2 30.24 relevance score. The inter-
shallow semantic | BLEU-3 23.84 rater agreement
parsing, and back- | BLEU-4 18.72 (Krippendorff’s coefficient)
translation is 0.72
Syntactic  information, | BLEU-4 32.33 Machine-generated questions
semantic roles, depen- |ROUGE-L 53.14 are indistinguishable from
dency labels, discourse |BERTScore | 85.49 human-authored questions in
connectors, and relative 51.9% of the cases
pronouns/adverbs
Dependency  parsing, | Metrics Type Score Overall score 3.67 out of 5.0
NER, and adverb/noun | BLUE 1-gram 0.86
subtype analysis 2-gram 0.78
3-gram 0.77
4-gram 0.75
ROUGE-1 F1-Score 0.62
Precision 0.59
ROUGE-2 Recall 0.65
F1-Score 0.53
ROUGE-L | Precision 0.52
Recall 0.55
F1-Score 0.62
Precision 0.59
Recall 0.65

Note: compiled by the author based on (Tran, Nguyen, Tran, Vo, 2023; Yuan et al., 2022; Dhole,
Manning, 2022; Leite, Cardoso, 2023, Sewunetie, Kovacs, 2024)
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Early sequence-to-sequence (Seq2Seq) models for automatic question generation (AQG)
primarily relied on Recurrent Neural Networks (RNNs), particularly Long Short-Term
Memory (LSTM) networks, for both the encoding and decoding stages (Barlybayev,
Matkarimov, 2024; Leite, Cardoso, 2023; Huang et al., 2021). While RNNs are well-suited for
processing sequential data, they often struggle to capture long-term dependencies in text
(Blstak, Rozinajova, 2022; Fei, Zhang, Zhou, 2021). LSTMs address this challenge by
introducing a memory cell that can selectively retain or discard information from earlier steps,
allowing them to manage the complexities of language more effectively (Barlybayev,
Matkarimov, 2024; Huang et al., 2021; Leite, Cardoso, 2023). Table 2 offers a comparative
summary of various Seq2Seq models.

Table 2. Summary of Seq2seq-based models

Automatic evaluation Human evaluation
Model Dataset | BLEU- | BLEU- | BLEU- | BLEU- ROUGE-| Repetition |Incomplete|Accuracy
1 2 3 4 L
Fine-
grained
Q‘}"St‘:n SQuAD jxg 3135 | 23.02 | 17.52 | 46.78 | 6.48% | 19.18% | 87.67%
Clasys]zfier HotpotQA 42'45 30.42 | 23.83 | 19.37 | 17.52 5.63% 16.20% | 65.50%
and TibetanQA ' 35.07 | 29.64 | 25.58 | 43.28 7.38% 39.34% | 46.72%
BiLSTM
Encoder
Semantic Precision
Role METEOR BLEU-4 ROUGE-L
Labeler Scale (1 —5)
(Seq2seq SQuAD Clarity: 4.75
model and Car 21.8 20.02 46.9 Relatedness: 4.61
two Manuals 61.8 85.1 93.7 Grammar: 4.93
semantic | NewsQA
mappers)
Note: compiled by the author based on (Sun et al., 2022; Naeiji et al., 2023)

The introduction of Transformer models marked a paradigm shift in neural AQG.
Transformers, like TS (Zhang, Zhang, Wang, 2022), BART (Barlybayev, Matkarimov, 2024;
Su et al., 2020; Dijkstra et al., 2024), BERT (Barlybayev, Matkarimov, 2024), UniLM (Leite,
Cardoso, 2023; Zhang, Zhang, Wang, 2022), GPT (Dijkstra et al., 2024; Murakhovska et al.,
2022) and ERNIE-GEN (Leite, Cardoso, 2023; Murakhovska et al., 2022), have revolutionized
the field by relying solely on self-attention mechanisms rather than the sequential processing
of RNNs. This allows them to process the entire input sentence in parallel, enabling them to
capture long-range dependencies more effectively and generate more fluent and coherent
questions (Lopez et al., 2021; Dijkstra et al., 2024; Sun et al., 2022; Dhole, Manning, 2022;
Yuan et al., 2022; Tran, Nguyen, Tran, Vo, 2023). The success of Transformer-based AQG is
further amplified by pre-training on massive text datasets. These pre-trained models come
equipped with rich language representations that can be fine-tuned for specific tasks like AQG.
By leveraging these pre-trained representations, Transformer-based AQG models have
achieved state-of-the-art results on various benchmarks (Su et al., 2020; Dijkstra et al., 2024;
Murakhovska et al., 2022; Yuan et al., 2022). Automatic evaluation is often conducted on
different datasets to assess their performance. A summary of Transformer-based models is



177

Ne 2, 2025 «IKTY XABAPIIBICBI»
presented in Table 3.
Table 3. Summary of transformer-based models
Automatic evaluation
O I N e R T -
Model Dataset o o o =) % 8 o | Human evaluation
=228 25§
@)
Al m | m | a P S|
Unified-QG employs MCTest | 54.35(40.08|32.09 | 25.48 | 55.54 | 27.75
a format-convert SQuAD | 46.50|32.29 [24.44|19.20 | 47.42|23.90
encoding to RACE 36.5924.86|17.71 | 12.95 | 33.53 | 19.33
transform  various NarrativeQA | 38.64 | 23.45 | 16.43 | 12.19 | 41.59 | 18.64 | i
QG formats into a Arc-easy [30.85|19.81|13.85]|10.17|36.79|17.78
unified Arc-hard [27.04|16.51|11.05| 7.83 |33.66|15.82
representation OpenbookQA|34.32 [22.57|15.76 | 11.33 | 35.18 | 19.43
BoolQA | 48.84|33.10]24.19 | 18.04 | 46.08 | 23.27
Uses a single pre-
trained GPT-2
transformer for
paragraph-level QG SQuAD |55.28|30.81|16.55| 8.21 |44.27|21.11| - -
without  additional
features or answer
metadata
EduQuiz is based on EQG-RACE Fluency,
(processed Relevancy,
a GPT-3 model fine- o
. |RACE dataset Answerability of:
tuned on text-quiz . - - - |1l.61]36.11|2542| - . o
airs for end-to-end Wlth on!y Question: 96.3%
pal . examination Answer: 89.4%
quiz generation questions) Distractors: 85.8%
MixQG leverages a SQuAD - - - 123.46|50.10 | 44.15]0.5582 i o
fext-to-text NQ -l o | - [3125]57.84]55.900.5351 I;‘i’sf]rlj‘e’;tég';ﬂy/"
framework with pre- | QAConv - - - 122.74|44.40)39.93 |0.4533 Off tar et.' 5.8‘;;
trained language Quoref - - - 127.36|44.42|42.06 |0.4137 Wron gC(')nt.ext'
models like TS5 and DROP - - - 128.53(51.12|47.83|0.5493 lgé 20 ’
BART TweetQA - - - | 18.66|45.94 |46.60 |0.4645 )
Leaf fine-tunes the
T5 transformer on Exact match:
SQuAD 1.1 for SQuAD o
multi-task  question RACE |+ - ) ) ) ) ) 41.51%
F1-Score: 53.26%
and answer
generation
Ratio of adequate
TP3 fine-tunes pre-
trained transformers | > 2uAD - - _ 22.62[5098 |48.98 | 55.82 | QAPs overall
on QAP datasets Gaokao-EN QAPs being
generated: 86.65
Develops a com-
prehensive  system SQuAD
for MCQ generation, Quasar
including  question RACE 52.5836.27|25.15|17.59 1 49.66 | 28.03 | - -
and answer genera- CoQA
tion and distractor | MS MARCO
formulation

Note: compiled by the author based on (Yuan et al., 2022; Lopez et al., 2021; Dijkstra et al., 2024,
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| Murakhovska et al., 2022, Vachev et al., 2022; Zhang, Zhang, Wang, 2022; Barlybayev, Matkarimov, 2024) |

Graph-based models, particularly Graph Convolutional Networks (GCNs), have been
explored to incorporate syntactic structure information into neural AQG systems. GCNs excel
at capturing dependency relationships between words in a sentence, providing a deeper
understanding of sentence structure that aids in generating grammatically and semantically
coherent questions (Huang et al., 2021; Fei, Zhang, Zhou, 2021; Su et al., 2020; Dhole,
Manning, 2022). Table 4 gives comparative overview of graph-based models.

Hybrid approaches. Hybrid approaches to question generation (QG) combine multiple
techniques to leverage the strengths of each, often resulting in more resilient and adaptable
systems (Blstak, Rozinajova, 2022; Alshboul, Baksa-Varga, 2024). These approaches typically
incorporate rule-based methods that utilize linguistic knowledge with data-driven methods that
depend on statistical models and machine learning (Blstak, Rozinajova, 2022; Alshboul, Baksa-
Varga, 2024; Panchal, Thakkar, Pillai, Patil, 2021). Table 5 provides a summary of models using
the hybrid approach.

Table 4. Summary of graph-based models

Automatic evaluation

Human

Model .
evaluation

Dataset
BLEU-1
BLEU-2
BLEU-3
BLEU-4

ROUGE-L
METEOR

MulQG (Multi-Hop Encoding
Fusion Network for QG) Fluency: 0.43

extends the Seq2Seq QG | < Answerability:
framework with multi-hop | & 0.61

. 8 | 40.08 {26.58(19.61|15.11|35.35|20.24 ‘ .
context encoding. Employs £ Completeness:
GCN on dynamic entity graph | T 0.33
to aggregate evidence related to
questions
IGND (Iterative Graph
Network-based Decoder) o Fluency: 4.24
models the structure informa- | 2 ;%4) Relevancy:
o . . < <| 50.82 |34.73(25.64|20.33|48.94| - ’
tion in the previous generation | 2 S| ) = 3s7] - ) 4.33
at each decode step using a %m ' Answerability:
GNN. Captures dependency = 4.26

relations in the passage

EGSS (Entity Guided Question
Generation model) uses GCN Grammaticality

and Bi-LSTM to capture A :4.06

_ structure and sequence S | 50.86 |34.42(25.44[19.45|4720|23.54| Relevancy:

information from context. & 4.37

Employs an entity-guided @ Answerability:
approach to obtain question 4.01

type from the answer

Note: compiled by the author based on (Su et al., 2020; Fei, Zhang, Zhou, 2021; Huang et al., 2021)

Evaluation techniques. Evaluating automatic question generation (AQG) systems is essential
for ensuring that the generated questions are high-quality, relevant, and appropriately challenging.
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Two main evaluation methods are used: automatic evaluation with computational metrics and
human-based evaluation. Automatic evaluation compares generated questions to reference
questions, typically human-authored, using metrics such as BLEU (Leite, Cardoso, 2023;
Sewunetie, Kovacs, 2024; Blstak, Rozinajova, 2022), ROUGE (Zhang, Zhang, Wang, 2022;
Leite, Cardoso, 2023), METEOR (Su et al., 2020; Barlybayev, Matkarimov, 2024; Sewunetie,
Kovacs, 2024; Huang et al., 2021), and BERTScore (Murakhovska et al., 2022; Zhang, Zhang,
Wang, 2022). These metrics focus on lexical and semantic similarity, providing quick and cost-
effective assessments. However, they often fail to fully capture aspects like answerability,
relevance, and cognitive demand, making them less reliable indicators of overall question quality.

Human-based evaluation is critical for a more nuanced analysis, as it accounts for qualities
that automatic metrics might miss. Human evaluators focus on criteria like grammaticality,
fluency, relevance, answerability, clarity, cognitive demand, and distractor quality in multiple-
choice questions. Grammaticality ensures syntactic well-formedness, while relevance checks how
well questions align with the content (Leite, Cardoso, 2023; Blstak, Rozinajova, 2022; Huang et
al., 2021).

Table 5. Summary of hybrid approaches

Automatic evaluation
s —
2 N QN «“@ A :
Model s | 2 = =R = Human
< m m m m S evaluation
A - - - - 3
[aa) [aa) 2] [aa) =
Sentence Structure A
Analysis, Rule | <« 0.7 Syntax: 86.5%
Learning, and c:y 0.83 0.78 0.74 1 0.87 Semantics: 76.8%
Evaluation Module .
Semantic code
conversion  using Average validity of the
ontology and an . .
. - - generated questions is 4,2
Al-based question
out of 5
generator -
QuestGen Al
Machme ' learning FIB Wh-type
classification- = uestions uestions
based Fill-in-the- = q (Total 9 (Total Total 200 questions:
Blank (FIB) 9): /M 100) 100) Grammatical score: 0.64
generator and a = Answerability score: 0.49
rule-based % Correct Difficulty score: 0.41
59 49
approach to Incorrect Context score: 0.77
te  Wh-t 0.73 Success 4l o1
generate “ype 59% 49%
questions rate
Note: compiled by the author based on (Blstak, Rozinajova, 2022, Alshboul, Baksa-Varga, 2024, Panchal,
Thakkar, Pillai, Patil, 2021)

Cognitive demand assesses the intellectual level required, and distractor quality impacts the

effectiveness of multiple-choice questions (Leite, Cardoso, 2023; Blstak, Rozinajova, 2022).
Various evaluation methods, such as Likert scales (Leite, Cardoso, 2023), binary judgments
(Dijkstra et al., 2024), or comparative assessments (Sun et al., 2022), are used to capture these
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qualities. Researchers often combine both automatic and human evaluations for a more
comprehensive assessment, as each offers unique strengths (Leite, Cardoso, 2023). By tailoring
evaluation strategies to the specific goals and characteristics of AQG systems, a more accurate
and meaningful measure of question quality can be achieved (Blstak, Rozinajova, 2022).

Conclusion. This survey provides an overview of recent work in the area of Automatic
Question Generation (AQG), focusing on the methodologies, techniques, and evaluation
techniques. AQG systems are categorized into rule-based, neural network-based, and hybrid
approaches, each offering distinct strengths and weaknesses. Rule-based systems are transparent
and controllable, but require extensive manual effort. In contrast, neural network-based methods,
particularly sequence-to-sequence, transformer-based, and graph-based models, have made
significant strides in generating diverse, contextually relevant questions, driven by deep learning
techniques. The survey also underscores the importance of robust evaluation techniques,
emphasizing the need to balance automatic metrics like BLEU and ROUGE with human
assessments to capture nuanced aspects of question quality, such as relevance, answerability, and
cognitive demand. Despite the progress made, challenges remain in ensuring the generated
questions meet human standards for fluency, naturalness, and semantic accuracy. The limitations
of current evaluation metrics further highlight the need for more comprehensive measures of
question quality. Looking ahead, AQG research is poised for exciting developments, particularly
in multimodal question generation, which will integrate textual data with visual and auditory
inputs. Hybrid models, which combine rule-based and neural network techniques, may offer
improved performance and adaptability. The continued evolution of AQG holds great potential
for transforming applications in education, information retrieval, and human-computer
interaction, fostering a deeper and more engaging learning experience.
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