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Abstract. The technology is proposed for recognition of gesture units (fingerspelling alphabet) of sign language.
Implemented technology performs recognition of dactyl items from camera input using trained on collected training
dataset set convolutional neural network, based on the MobileNetv2 architecture. Multiple configurations of layers
and hyper-parameters were used for experiments, and based on their results, optimal configuration in terms of com-
plexity and quality was selected. Also, dataset is collected using various conditions of environment and parameters of
hand. On the collected test dataset accuracy of over 98 % is achieved.
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Anoamna. bIvoay mininiy 6eneinix 6ipaikmepin (caycak i30epi angagumi) mamy mexHono2uscyl YcoiHvliobl. Icke
acvipviiean mexuonoeuss MobileNetv2 apxumexmypacer necizinde scunaxmanzan oKy Oepexmep JICUbIHMbIZLIHOA
OKbIMbLIZAH KOHBOTIOYUSIBIK, HEUPOHOBIK HCENIHI KOOAHbIN, KAMePaoa Kipic 0epekmepindesi caycak i30epin many-
bl dicyseee acvipaodvl. Tascipubenep ywin Oipnewe Kabammol KOHpuUypayusiap mex unepnapamempiep Kouod-
HBIIObL, 01apObLY Homudicenepi Kypoeniniel MeH Candchl HCazblHaH OHMAlLIbl KOHQUSypayusaHsl mayoayed navoana-
HBLIO0bL. [epekmep JHCUublHmblebl JpMypai KOPUAAH OPMA HCA20anapbl MeH KOl NapamMempiepin Koi0aHa Omulpbin
orcunakmanaovl. Kunanean mecminix depexmep scuvinmoizol 98 %-oan srcozapel 0andikke srcemeoi.

Tyitin co30ep: vimoay mini, mamny, KOH8OMOYUSIBIK Jicytike Jcytieci, mobilenetv2.

Annomayus. [peonodicena mexnono2us O pacnO3HABAHUS HCECMOBbIX eOUHUY (OAKMUIOCKONUYECK020 alga-
8uUmMa) dicecmosozo A3bIKA. Peanuz06annas mexmonozus 6bINOTHAEM PACNO3HABAHUE OAKMUTLHBIX I1eMEeHOo8 Hd
BXOOHBIX OAHHBIX U3 KAMEPbL C UCHONIb308AHUEM 00YYEHHOU HA COOPAHHOM HAbOpe 00YYawux OaHHbIX C8ePMOYHOU
HelpOHHOU cemu, OCHO8anHoU Ha apxumexmype MobileNetv2. /[na sxcnepumennmos ucnonwb306aiocs HeCKOIbKO KOH-
Queypayuil cnoes u eunepnapamempos, no pe3yibmamam KOmopuix 0viia eblOpana ONMUMATbHASL NO CONACHOCU U
Kauecmsy kongueypayus. Takoice nabop Oannvix cobpan ¢ UCNONL308AHUEM PA3TUHBIX YCIOBULL OKpYicaioweli cpe-
Ovl u napamempos pyku. Ha cobpannom mecmosom nabope oannvix docmuzaemcsi mounocms 6onee 98 %.

Knwouesvie cnosa: azvix scecmos, pacnosnasanue, ceepmounas Heliponnas cems, mobilenetv?.

Introduction. Sign language is one of the most common ways of communication for people
with inclusive needs. People with hearing disabilities could use additional software that would


mailto:sergey.kondrat1990@gmail.com

«BECTHUK BKTVY» 102 Ne 2, 2021

make it easier for them to communicate with society and within their own community. This in-
formation technology should consist of a gesture recognition module, which would form the
technology of learning the dactyl alphabet. In recent years, smartphones have become one of the
most common devices with an operating system, along with personal computers and laptops.
This makes cross-platform an important aspect of the technology, as it allows to develop and
run the technology without changing the code, thus providing the user with a unified experience
on a wide range of platforms, both mobile and low-resource and powerful and stationary. The
use of simulation and gesture recognition is more widespread in many areas related to commu-
nication, human-computer interfaces, and so on.

Distributed computing technologies [1] and cross-platform development [2] give an ap-
proach to beat the issue of platform diversity. Cross-platform development can be utilized in-
stead of virtual-machines [3] or a lot of mono-platforms development.

The paper is devoted to recognition of sign language gesture using machine learning algorithms
and neural networks and development of appropriate modules cross-platform technology to run on
a variety of modern platforms. The sing (gesture) recognition is a part of a single gesture communi-
cation technology and this paper is a further development of author's previous works [4], [5].

Existing approaches for recognition of sign language. Detection of hand gestures can be con-
sidered as a type of task of object detection, which has a set of mature and novel approaches in
both classic computer vision and deep learning, with convolutions neural networks specifically.

As bigger datasets with recorded activities were released (AlexNet [6], Sports-1M [7], Kinet-
ics [8], Jester [9]), convolutional neural networks with 3-dimensional convolutions because suc-
cessful. The size of the dataset allowed to train the model without overfitting[10].

Gestures of sign language were detected using different approaches based on classic com-
puter vision with hand-crafted features such as orientation of histograms [11], histogram of ori-
ented gradients (HOG) [12] or bag-of- features [13]. Although the state of the art hand gesture
recognition architectures are based on CNNs [14, 15, 16], similar to other computer vision tasks.

Research of existing approaches among CNN [17, 18] was accented on lightweight architec-
tures which show satisfying performance on mobile cpus, such as SqueezeNet[19], MobileNet
[20], MobileNetV2 [21], ShuffleNet [22] and ShuffleNetV2 [23], MobileNetV3 [24] which aim
to reduce computational cost but still keep the accuracy high. In our work, we have used the 2D
and 3D versions of MobileNetV2.

Problem statement. The proposed technology should consist of sign language gesture
recognition module. Module should be able to run without codebase modification on multiple
platforms and should be developed using cross-platform tools.

Gesture recognition module should consist of a model which is able to detect and identify the
gesture, specified by the user, from a camera input. Set of gestures is limited by the Ukrainian
dactyl language, but can be extended further. An appropriate dataset of Ukrainian dactyl lan-
guage should be collected for testing the model performance.

The gesture recognition module should utilize the model which show robust and state-of-
the-art performance along with high efficiency in terms of computational resources in order to
achieve high accuracy and FPS-rate on various platforms, using cross-platform technologies.

Proposed approach. To developed a technology for Ukrainian dactyl language recognition,
which can run on multiple platforms, without changing the codebase, an approach based on
cross-platform tools is proposed. To develop a gesture recognition module, a cross-platform
framework Tensorflow [27] is proposed. This approach based on cross-platform framework for
machine learning allows to developed and train a gesture recognition model once, and then de-
ploy it on multiple platforms (mobile, desktop and web) without any modifications to the model
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or the code for training. Altogether, the proposed technology novelty is that it's a unified cross-
platform technology for Ukrainian dactyl language recognition, with improved MobileNet ar-
chitecture for improved recognition of the Ukrainian dactyl alphabet.

Gesture recognition. Gesture recognition, as a part of cross-platform technology for Ukrain-
ian dactyl language recognition, should be implemented using cross-platform tools. Some ap-
proaches, for example, Ong et al. [28] proposes Sequential Pattern Mining in order to detect
signs based on the tree structures.

Convolutional Neural Networks (CNN) is a class of deep neural networks which are regular-
ized versions of multilayer perceptrons, most commonly applied to analyzing images and vide-
0s. CNNs are especially good at analyzing images due to ability to take into account locality
reference of the data in the image (typically nearby samples at some input data are not related,
which is not true in case of an image). Therefore, CNN show state-of-the-art results in image
classification and recognition tasks [29], [30].

The task of dynamic gesture recognition involves modeling the temporal aspect of gestures
in addition to identifying features. The paper considers two strategies of dynamic temporal ges-
ture modeling:

* creation of descriptors that carry spatial and temporal information;

* recognition of sequences of spatial descriptors or images using space-time classifiers.

The second approach was used in the work. As the input data of the neural network, one can
submit both single gesture images and a sequence of images, if there is a need to analyze the
video stream. Thus, several improvements have been made compared to existing gesture recog-
nition approaches:

» analysis of several neighboring images simultaneously allows to train the network, taking
into account the temporal aspect, i.e. the dynamics of change of gestures in several images, for
greater resistance to change in such a dynamic object as the hand;

» bad gesture recognition can be smooth out on a single image in the video stream sequence.
One of the images may be with artifacts, excessive or insufficient lighting, or blurred, or the
subject will be obstructed — all of these problems can be smoothed out by gesture recognition
using adjacent frames in sequence.

To increase the efficiency of this approach, the use of a temporary floating window was pro-
posed and implemented. To do this, it is proposed to divide the input sequence into n subse-
quences with a minimum length m, which intersect (into a certain part, from 10 % to 50 % of
the subsequence length).

When obtaining video sequences and individual frames, the same fingerprints may differ
both in the external features of the hand (the task of recognizing such differences rests on the
recognition model) and in the parameters of the data (size, quality, focal length, lighting, back-
ground, artifacts, blur and etc.). For further calculations within the selected recognition model, a
unified data processing procedure was developed to reduce them to a general form, both at the
stage of training the model and at the stage of recognition.

The paper adapts the neural network to the space-time format of the input data. To make bet-
ter use of spatiotemporal features from the input data, it was proposed to improve the architec-
ture of the convolutional neural network with three-dimensional convolutions. Thus, a three-
dimensional convolutional neural network is able to perform a convolution operation not only in
the image space but also in time.

Data processing consists of three steps:

* normalization,;
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* noise reduction;

» reduction to a single size.

MobileNetV2 architecture (Figure 1) is a new mobile architecture, development of the Mo-
bileNet model. MobileNetV2 extends its predecessor with 2 main ideas. Residual blocks con-
nect the beginning and end of a convolutional block with a skip connection. By adding these
two states the network has the opportunity of accessing earlier activations that weren’t modified
in the convolutional block.

Input | Operator | expsize | #out | SE | NL | s |
2242 x 3 conv2d, 3x3 - 16 - HS | 2
1122 x 16 bneck, 3x3 16 16 v | RE |2
56% x 16 bneck, 3x3 72 24 - | RE |2
282 x 24 bneck, 3x3 88 24 - | RE |1
282 x 24 bneck, 5x5 96 40 v | HS |2
142 x 40 bneck, 5x5 240 40 v | HS |1
142 x 40 bneck, 5x5 240 40 v | HS | 1
142 x 40 bneck, 5x5 120 48 v | HS | 1
142 x 48 bneck, 5x5 144 48 v | HS |1
142 x 48 bneck, 5x5 288 9 | v | HS |2
7% x 96 bneck, 5x5 576 96 v | HS |1
72 % 96 bneck, 5x5 576 96 v HS | 1
72 % 96 conv2d, 1x1 - 576 v | HS |1
7% x 576 pool, 7x7 - - - - |1
12 x 576 | conv2d 1x1, NBN - 1024 - HS |1
12 x 1024 | conv2d 1x1, NBN - k - - 1

Figure 1. Architecture of MobileNetv2

Network Improvements have been made in two ways:

e Layer removal

o swish non-linearity

The paper proposes, as a further development of recognition technologies, a mechanism for
smoothing anomalous recognition results due to the implemented method of accumulation of
probabilities from previous subsequences.

Because subsequences are formed on the principle of a floating window with intersections,
the recognition results should gradually reduce the maximum probability of the current gesture,
and over time (i.e., subsequences) should increase the maximum probability of the next gesture.

The model proposed and implemented in the work is to accumulate predictions from previ-
ous subsequences and update the current recognition result only when the accumulated sum of
probabilities exceeds a certain threshold, which can be presented as follows:

Fen Yk p. > thresh (1)

where:
* p; - the probability of a gesture in the frame,
« i - frame number on the current subsequence,
* t- number of the current subsequence,
* k - the size of the subsequence in both directions,
 n - number of accumulated subsequences.
Done by projection layer from the last layer from the previous block.
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Thus we can remove that projection layer and the filtering layer from the previous bottleneck
layer(block).

Ukrainian dactyl alphabet dataset collections for recognition with MobileNet

An analysis of the collected educational data set, collected for the first time in such quantity
and diversity by people and environment for the Ukrainian dactyl alphabet (Fig. 5). Different
lighting conditions were used (with distribution: 20% of images in low light conditions, 30% in
low light conditions and 50% in high quality lighting). About 10% of the images were distorted
by noise and blur. In total, ~ 50,000 original images were collected as a training data set. After
applying additional data magnification techniques (such as rotation, random cropping,
mirroring, etc.), the final data set was about 150,000 images. 10% of the data set was selected
for testing, resulting in a final set of 135,000 images and a final test set of 15,000 images.

Figure 2. Dataset example

Data augmentation is performed in order to increase the size of the data set without manually
creating new images. Augmentation is performed using a number of techniques that increase the
number of images in the data set several times, diversify them and, importantly, reduce the neu-
ral network’s ability to overfit features that are present in the original collected data set, thus
making the model more robust to changes in input data. Approaches to image modification can
be combined to further distort the original data set. Thus, it is possible to change the environ-
ments in which the trained model is tested. Among the operations carried out as part of the data
increase:

¢ Gaussian noise;

« affine transformation;

e trimming + shift;

« reflection;

« distortion of perspective;

* blurring

Gesture recognition experiment.

Experimental tests of algorithms covered each of the parts of the software implementation of
dactyl recognition of the Ukrainian dactyl alphabet.

During the Convolutional Neural Network training process, based on the MobileNetv2 archi-
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tecture, which demonstrates high quality and performance on mobile and devices with limited
computing power, several modifications of the architecture were created to find the best trade-
off between layer number and accuracy.

The chosen architecture at the training stage can be configured with hyperparameters, which
are selected for each training individually (learning rate, batch size, number of epochs), and the
architecture itself, i.e. the number and configuration of repeating the same type of layers.

This set of configurations and possible values of hyperparameters forms a grid within which
a set of neural networks is trained and compared on a single test set.

Model performance based on architecture

100

U wee Architecture 1

90 7y - waArchitecture 2
’/ﬂ—"\——\—s—/.-‘ == =Architecture 3
Quality 80 e == =Architecture 4
l‘.
70

Architecture 5

10k 20k 30k 40k 50k 60k 70k 80k 90k 100k 110k

Amount of iterations

Figure 3. Model quality related to architecture and number of iterations

Architecture 1  Architecture 2  Architecture 3 Architecture 4  Architecture 5

Conv [ 52 Conv / s2 Conv / s2 Conv / s2 Conv / 52
Convdw /sl Convdw / sl Conv dw / s1 Conv dw / s1 Conv dw / s1
Conv /sl Conv /sl Conv /sl Conv /sl Conv / s1
Conv dw / s2 Convdw /s2  Convdw /s2 Convdw / s2 Conv dw / 52
Conv [ s1 Conv / sl Conv / sl Conv / s1 Conv / s1
Convdw /sl Convdw / sl Convdw / s1 Conv dw / s1 Conv dw / s1
Conv /sl Conv /sl Conv /sl Conv / sl Conv /sl
Conv dw / s2 Convdw /s2  Convdw /s2 Conv dw / s2 Conv dw / 52
Conv [ s1 Conv / sl Conv / sl Conv / s1 Conv / s1
Convdw /sl Convdw / s1 Conv dw / s1 Conv dw / s1 Conv dw / s1
Conv /[ s1 Conv /sl Conv /sl Conv / sl Conv /sl
Conv dw / sl 2 x Conv dw / s13 x Convdw / sl Convdw /s2 Conv dw /[ s2
Conv [/ s1 2 x Conv [ s1 3 x Conv / s1 Conv /sl Conv / s1
Conv dw / s2 Conv dw / s2 Conv dw / s2 4 x Convdw /s1 5x Convdw /sl
Conv / s1 Conv / sl Conv / sl 4 xConv /sl 5x Conv [/ sl
Avg Pool / s1 Avg Pool / s1 Avg Pool / s1 Conv dw / 52 Conv dw / s2
FC/s1 FC/ sl FC/ sl Conv / s1 Conv / s1
Softmax / s1 Softmax / s1 Softmax / s1 Avg Pool / s1 Conv dw [ s2
FC/s1 Conv / s1
Softmax / s1 Avg Pool / s1
FC/sl
Softmax / s1

Table 1. Architectures considered

The developed technology generated 5 configurations of neural network architecture with
different number of layers and number of parameters, which allowed to find a balanced neural
network architecture with limited size and high performance on the test data set.

Over time, the accuracy of the trained model stopped growing, as shown in Figure 3, so the
architecture Ne4 (Figure 4) was considered optimal in terms of the smallest architecture with the
best accuracy (average macrobal f1).

Standard techniques of fighting overfitting of the neural network were applied on each train-

ing.
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Conclusions. The proposed technology consists of a main gesture recognition module, which
use the database with gestures specifications stored in YAML format in a PostgreSQL [31]
database.

Proven data processing algorithms have shown that gesture recognition in a sequence of
images (video) requires a special model architecture and data preparation procedures to improve
results.

The results of experiments with different model architectures and different data sets
demonstrated the improvement of recognition quality using the advanced MobileNetv2
architecture with three-dimensional convolution. The architecture selection process
demonstrated the optimal relationship between the complexity of the model and its efficiency in
recognition on a given data set. The quality of the model was achieved at 0.97 macroballs 1 on
a given test data set.

As part of the proposed implementation, a data set of 50,000 images with all the dactyls of
the Ukrainian dactyl alphabet, demonstrated by 50 different people, was collected for the first
time, and up to 150,000 images were augmented. The proposed gesture communication
technology can be further augmented with other gestures and languages and with other cross-
platform modules.
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