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Abstract. A large number of hazardous emissions from industrial production is an environmental
problem for the world cities. In the field of environmental engineering, the study of air quality and the
prediction of changes in concentrations of harmful substances will make it possible to develop the right
strategies for sustainable development. The paper presents the results of the development and research of
the applicability of neural network modeling models for forecasting and distribution of concentrations of
emissions into the atmosphere by the example of Ust-Kamenogorsk, Kazakhstan. For forecasting, the
authors used an RNN network of the long short-term memory (LSTM) type, which is well adapted to learning
using the tasks of classification, processing and forecasting of time series in cases when the time periods
between events have different gaps. An LSTM model with 3 hidden layers and 1 output neuron in the output
layer was determined to predict contamination. To determine the effectiveness of the neural network under
study, the average absolute error was used as a function of losses. The authors have developed a system
for modeling the process of predicting the pollution of harmful substances in the atmospheric air using data
from stationary monitoring points.

Keywords: air pollution, forecasting, neural network modeling.

AHOamna. AHOamna ©Hepkacinmik eHdipicmepdiH Kayinmi wbirapbIHObIapbIHbIH Ker 6omnybl Onem
Kananapb! ywiH 3KkonoeusinbiK npobnema 6onbin mabbinadbl. OKOMo2usAnbIK UHXEeHepusi canacbiH0a aya
carnacbiH 3epmmey xoaHe 3UsiHObl 3ammap KOHUEeHMPauusiCbiHbIH e32epyiH bormkay mypakmel damyOblH
Oypbic CmpamezusinapbiH >acayra MyMKiHOik 6epedi. Makanada OckemeH, KasakcmaH Kananapbl
MbicanbiHOa ammocghepara wbiFapbIHObINapObiH WOfFbipriaHybiH bosmkay xeHe 6ersy ywiH HelUpOHObIK
XKeninik modenb0ey modernbOepiHiH KondaHbInyblH 83iprey XoHe 3epmmey Hamuxesnepi KenmipinzeH.
Aemopnap 6omxay ywiH okuranap apacbiHOafbl yakbim ke3eHOepi ap mypri y3inicmepae ue b6ornraH
XarOalda yakbimmbiKk KamapnapObl Xikmey, eHOey xoHe 6ormkay marcbipmanapbiHOa OKyfa Xakcbl
6etimoenzeH RNN long short-term memory (LSTM) xeniciH kondaHObl. JlacmaHydbl 6omkay ywiH 3
)XacbipblH Kabambl 6ap LSTM modeni xoHe wbifbic KabambiHOa 1 wbirambiH HelpoH aHbikmanobl.
Bepmmenemin HelpoHObIK xeniHiH muimdiniaiH aHbiKmay ywiH xoranmy hyHKUUsICbl pemiHOe opmauwa
abconommi Kame KondaHbldbl. Aemopnap MOHUMOPUH2MIH CmayuoHapiblK HyYKmenepiHiH 0epekmepiH
natidanaHa ombipbirl, ammocgeparnsiK ayadarbl 3usHObI 3ammapdbiH nacmadybiH 6ormkay npoueciH
modenbdey xyleciH a3ipnedi.
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TytliH ce30ep: ayaHbiH nacmaHybl, 6ormkay, HelipOHObIK XesliHi Modesboey.

AHHOmMauyus. bonbwoe Konu4yecmeo 8pedHbiX MPOMbIUIEHHbIX 8b16p0CO8 S8/151€MCS 3KO102UHECKOU
npobnemol dnsi 2opodoe ecezo Mupa. B obracmu 3Konoe2uyeckol UHXeHepuu u3y4YyeHue Kadecmea
8030yxa U MPpO2HO3UpOBaHUE U3MEHEHUS KOHUeHmpayuu epedHbiX gewecms rno3eonum enipabomams
npasunbHbie cmpameauu ycmouyuso2o paseumus. B cmambe npedcmasneHbl pe3ynbmambi
paspabomku u uccrnedosaHusi rnpumeHumMocmu Mmodenieli Helipocemego2o MoOesiuposaHusi Onisi
npoeHo3uposaHusi u pacrpedesieHUsi KOHUeHmpayul eblbpocos 8 ammocgepy Ha rpumepe eopoda
Yemb-KameHoeopcka, KaszaxcmaH. Aemopsl ucrnionb3osanu RNN cembs muna donzogpemeHHoU
KpamkospemeHHoU namsmu (LSTM), komopasi xopowo npucrnocobneHa Onsi obydeHusi 3adavyam
Kknaccugukayuu, obpabomku u npo2HO3UPOBaHUsI 8peMeHHbIX psdo8, Koe2da MPOMEXYMKU epeMeHU
Mex0y cobbimusMu uMerom pasfnuyHblie fpoMexymku. [ns npoeHo3uposaHusi bbina onpedeneHa
modenb LSTM ¢ 3 ckpbimbimu criosimu u 1 HelipOHOM 8 8bIXOOHOM Cr10€ 3a2psi3HeHUs. [nis onpedeneHusi
aghcpekmusHocmu uccrnedyemoli HelipoHHOU cemu bbina paccHyumaHa cpedHsisi abconomHas owubka
Kak ¢hyHKuuss nomepb. Aemopamu paspabomaHa cucmema MoOe1upo8aHusi npoyecca npo2Ho3Upo8aHusi
3aeps3HeHUs1 8peOHbIX eewecms 8 ammocgepHoM 8030yxe Mo OaHHbIM CMmayUOHapHbIX MOYEK
MOHUMOPUHaa.

Knroueenie crnoea: 3azpsi3HeHUe 8030yxa, poeHo3uUposaHue, Helipocemegoe ModesnuposaHue.

Introduction. The problem of atmospheric air pollution and its impact on human health is one
of the most important issues of scientific research in terms of importance and relevance.

Eminent air pollution negatively affects human health. The incidence of respiratory organs,
endocrine system, circulatory system is increasing. There is a growing trend in the number of
oncological cases, leukemia and other diseases. The situation is aggravated by the fact that many
of the substances present in the atmospheric air have the so-called summation effect, when the
negative impact on the human body increases with their joint presence in the air. Such substances
are sulfur dioxide and hydrogen fluoride, nitrogen dioxide and carbon monoxide, etc.

Many cities have systems for monitoring the concentration of substances in the atmosphere.
These systems are a set of hardware and software, the main function of which is to collect
information about the state of atmospheric air, as well as to cotrol compliance with emission
standards of harmful substances.

The frequency and duration of periods of increased concentration of substances in the
atmospheric air depends on the mode of emission from sources, as well as on the nature of
meteorological conditions affecting the level of concentration of impurities. Thus, it is necessary
to identify the factors determining changes in the concentration of harmful substances when
weather conditions change, and to take these conditions into account when forecasting.

One of the important means of observation is the control of the transfer of impurity flows,
which is necessary to obtain information about spatial variability and to build an air pollution
map. For this purpose, methods of mathematical modeling of the processes of scattering of
impurities in atmospheric air are used.

The first to study the prediction of air pollution were the researchers from the USA: Badger
C.M., Miller M.E., E.K. Caper, C.J. Hopper, E. Gross. Their works described a system of short-
term forecasts and concluded that the main reason for the increased concentration of harmful
substances is no-wind conditions and lack of precipitation. But these models did not take into
account some patterns of the influence of meteorological conditions to determine the level of
pollution.

In the future, the development of air pollution studies was carried out using statistical methods
of research and observation. The paper [Rybak V.A. at all, 2020] describes the process of
developing a hardware and software complex for mobile monitoring of the state of atmospheric
air, which allows building pollution maps in real time. Of scientific and practical interest is the
prediction of changes in atmospheric air pollution taking into account the direction and strength
of the wind, for example, to obtain the safest route for a group of children, optimizing traffic
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flows, evacuation in case of technogenic accidents.

To assess the transport of pollutants in the atmospheric air in the work [Rybak V.A. at all,
2020], the OND-86 methodology, “Methodology for calculating concentrations in the
atmospheric air of harmful substances contained in the emissions of enterprises,” was used.

Paper [Khramtsova N.N. at all, 2009], devoted to the analysis of emissions of pollutants into
the atmosphere and the organization of their control, examines the analysis of stationary and
mobile sources of pollution and systematizes information about the amount of pollutants. It also
offers a system of control measures for the protection of atmospheric air to determine the danger
of an increase in pollutants.

The work of A.A. Muradov [Muradov A. A., 2013] analyzes the pollution of the atmosphere
by mobile motor transport using the apparatus of the theory of fuzzy logic. Using the theory of
fuzzy sets and the Takagi-Sugeno fuzzy control method, an approach for assessing environmental
safety was proposed.

In the dissertation [Yakshina N. V., 2007] Yakshina N.V. describes the possibility of
predicting the concentration of suspended solids and nitrogen dioxide in atmospheric air using
neural networks, based on the data of previous values and meteorological data.

Work [Plugotarenko N. K. at all, 2012] considers the use of a neural network that allows
building a predictive model of the distribution of pollutants in the atmospheric air, taking into
account the speed, wind direction and air temperature.

Papers [Khramtsova N.N. at all, 2009; Muradov A. A., 2013; Yakshina N. V., 2007,
Plugotarenko N. K. at all, 2012] describe various approaches to the issue of data analysis of
pollutants, use methods of modeling atmospheric pollution and offer various measures for early
detection of elevated concentrations. The works [Khramtsova N.N. at all, 2009; Muradov A. A.,
2013] provide a retrospective analysis and do not provide prognostic information. In the material
[Yakshina N. V., 2007], data are considered in the long term, without considering the possibility
of obtaining predictive data on the concentration of substances in a shorter period of time.
Modeling in [Plugotarenko N. K. at all, 2012] neither takes into account metric data on
precipitation amounts, nor considers various types of pollutants as categorial data when modeling
future values.

The papers [Xu Feng at all, 2019; Ana Russo at all, 2015] reflect the results of neural networks
identifying patterns for predicting daily, weekly, and seasonal concentrations of emissions of
harmful substances in the regions of Southern China and Lisbon. The results described in the
papers reflect the results of the use of neural networks in the development of ensembles of neural
networks with reverse propagation (BPNN) [Xu Feng at all, 2019] and a data pre-selection system
[Ana Russo at all, 2015], with the selection of the most accurate parameters that allowed
increasing the accuracy of forecasts of the spatial distribution of the concentration of pollutants.

The work [Bindhu Lal at all, 2012] demonstrates the results of predicting dust concentration
in an open-pit coal mine using an artificial neural network. These models were developed using
a multi-layer perception network, and their training is carried out using a back propagation
algorithm.

The paper [Rati Wongsathan at all, 2016] provides a comparative analysis of ARIMA models
and neural networks (NNs). The results of the analysis allow to conclude that the ARIMA model
may be inadequate for a complex regular problem, while the NNs model can reveal the correlation
of a nonlinear pattern well. To improve the forecasting efficiency for achieving high accuracy,
the authors developed a hybrid model of ARIMA and NNs - hARIMA-NNs. The experimental
results showed an improvement in the prediction accuracy of the hARIMA-NNs model compared
to ARIMA and NNs by an average of 65% and 50%, respectively.

Work [Junbeom Park at all, 2021] demonstrates an algorithm based on long-term - short-term
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memory (LSTM) models and artificial neural network (ANN). The most characteristic advantage
of the model proposed in the paper is that the efficiency of PM concentration prediction has been
improved by choosing a more efficient model between ANN and LSTM. The experimental results
showed that the model demonstrates a 1-3% higher F1-score, which is a measure combining
accuracy and responsiveness. It is usually called the harmonic mean of two values.

The paper [Akibu Mahmoud Abdullah at all, 2021] presents the results of operation of an
optimized artificial neural network (OANN) developed to improve the existing artificial neural
network (ANN) by updating the initial weights in the network using a genetic algorithm (GA).
The OANN model was implemented to predict the concentration of CO, NO, NO2 and NOx
pollutants produced by motor vehicles in Kuala Lumpur, Malaysia.

In 2003 J. Kukkonen conducted a study [Jaakko Kukkonen at all, 2003] to predict the
concentration of solids using 5 different models. The results showed that neural network models
work better than linear models.

Perez P. et al [Perez, P. at all, 2000] describe the construction of a neural network prediction
model for solid particles whose size does not exceed 2.5mm. 3 predictive models were developed:
neural network, linear and persistent. The average absolute error ranged from 30 to 60%. It was
also found that depending on weather conditions, the concentration of solids negatively correlates
with wind speed and humidity.

In a review of the use of neural networks in the field of problems related to the atmosphere,
Gardner M. and Dorling S. [M.W. Gardner at all, 2000] compare different approaches that have
been applied to various atmospheric indicators and time intervals. In this paper they conclude that
neural networks usually give the same or better results than linear methods. Thus, neural network
methods allow modeling data when the use of classical modeling methods is not possible.

The purpose of this study was to develop and study the applicability of neural network
modeling models for forecasting and distribution of atmospheric emission concentrations in
the urban environment. The input data on the type of substance and the location of stationary
monitoring stations were considered as categorial for the construction of a predictive model.

Materials and methods of research. There are various forecasting methods, the purpose of
which is to perform a sequence of actions for obtaining a model that adequately describes the
process under study. In practice, regression models, autoregressive models, and exponential
smoothing models are used. Neural network modeling methods are currently the most promising.
One of the important advantages of artificial neural networks is the ability to learn based on the
current sample; it is also one of the few approaches that uses time dependencies between samples.

Neural network models. An artificial neural network is a mathematical model, as well as
software and hardware, it is built on the analogue of a biological neural network — a collection of
neurons. Neural networks allow reproducing sequences of any complexity.

The neuron model can be described by a pair of equations:

Ut = Z:wi «Z(t—1)+b

zZ(t) = f(U(D)

where Z(t-1) , ..., Z(t-m) — input signals; wi — synaptic weights of a neuron; b — limit; f(U(t))
— activation function.

With the help of neural networks, it is possible to simulate the nonlinear dependence of the
future value of a time series on its actual values and on external factors. The nonlinear dependence
is determined by the network structure and activation function.

When training the model, a set of weighting coefficients is searched for, at that the input signal
is converted into an output after passing through the neural network. To do this, it is necessary to

1)
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determine the set of input signals by which the training takes place. After the learning process,
when the correct results for the training sample are obtained using the model, the network can be
considered trained and used in practice. But before that, it is necessary to evaluate the quality of
its work on a test sample, i.e. based on a set of input signals and the expected output data,
according to which it is possible to assess the quality of the network.

For forecasting, the authors used an RNN network of the long short-term memory (LSTM)
type, which is well adapted to learning on the tasks of classification, processing and forecasting
of time series in cases when the time periods between events have different gaps.

An LSTM model with 3 hidden layers and 1 output neuron in the output layer was determined
to predict contamination. To determine the effectiveness of the neural network under study, the
average absolute error was used as a loss function and adaptive moment estimation (adam) as a
method for optimizing the neural network.

To train the model, approximately 50 epochs with 70 iterations were performed, using the
error propagation learning algorithm. Figure 1 shows the error values during network training.

Model loss

0.50 1 —— Train
Test
0.45 4
0.40 1

035 1

Loss

030 1
025 1

020 1 o ik

015 i ST SR

o 1000 2000 3000 4000
Epoch

Figure 1. The error values during network training

After training the model, forecasting was performed on a test data set with subsequent
evaluation of the model error. The simulation results showed that the use of the selected methods
allows achieving satisfactory results. The use of neural networks makes it possible to build the
most accurate predictive model of pollution in the atmospheric air, which will ensure the
preparation of forecasts for timely response and making the necessary decisions. The main criteria
for choosing the method is the value of the root-mean-square error, the best result of which was
achieved with neural network modeling.

The next step is to correct and adjust the structure of the neural network to determine the
optimal model that allows obtaining satisfactory results.

Results and discussion.

Organization of data collection

The research covered the data on the concentration of pollution in the atmospheric air of Ust-
Kamenogorsk, as well as hydrometeorological observations, including measurements of
temperature, pressure and humidity, wind speed and direction, and precipitation. Pollution
monitoring was carried out at intervals of 20 minutes, and meteorological data - 10 minutes.
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During the data collection process, it was decided to use MySQL as a local data bank, since it
was planned to implement a data analysis application in Python. The number of monitoring
system records was 877099 rows, which is not a large amount of data for modern database
management systems, but it also depends on the hardware and software configuration of the
database.

Data preparation

The initial step in data analysis is the initial data collection. It includes operations such as
loading data, searching for incorrect, empty and various non-valid values. Then a decision is made
on how to process the information correctly in this situation, for example, one option is to
completely delete a row with invalid values.

The first stage performs loading data into memory for further processing. The next step is data
filtering. At this stage, the data will be cleared from those in which there are no values; invalid
values received from monitoring system devices, such as negative values, as well as those that
repeatedly exceed the maximum permissible concentration will be eliminated. A brief summary,
the approximate content of the training data, is shown in Figure 2.

id substance point value time temp wind_dir wind_speed humidity prec prec_intens pressure Longi Lati PDK_MP PDK_DD
2018-

0 9052365 21 1008 0.097656 09-12 35 320 05 640 00 0.0 990.0 8273336 50.02668 02 0.040
20:40:00
2018-

1 9052359 21 1007 0.093467 09-12 35 32.0 0.5 640 0.0 0.0 090.0 82.62397 49.99991 0.2 0.040
20:40:00
2018-

2 9052361 23 1008 0.073730 09-12 35 320 05 640 00 0.0 990.0 8273336 50.02668 05 0.125
20:40:00
2018-

3 9052360 23 1007 0.013794 09-12 35 32.0 0.5 640 0.0 0.0 090.0 82.62397 49.99991 0.5 0.125
20:40:00
2018-

4 9052350 23 1001 0.004791 09-12 35 320 05 640 00 0.0 980.0 8260972 4997353 05 0.125

20:40:00

Figure 2. Brief summary of the data

One of the important stages is the processing of categorial (attribute) data. Such data does not
show a quantitative measurement of data, but a qualitative characteristic, i.e. belonging to some
category. The attributes that have been subjected to this transformation are the type of substance
and the monitoring station. These attributes have been converted into the number of variants of
the values of this attribute. 9 values with the station ID appeared for the monitoring station, in
which the value 1 shows the station from which the value was taken, and the value 0 indicates
that the data does not relate to this station. For each type of substance, its own attribute was also
defined, in which a value of 0 indicates that the data belong to a different type of substance, and
a value other than zero indicates the concentration value of this substance. It is also necessary to
exclude some attributes that do not have an impact when training the model. Such attributes are:
identifiers of the substance and the monitoring post, MPC values, and concentration value.

The next step is to convert the original time series data array into a format suitable for training.
To do this, it is necessary to normalize the input data. This is due to the fact that data differ from
each other in absolute values. Data normalization allows converting the original numeric values
of variables into identical application domain, which will allow them to be used in the same neural
network model. In practical implementation, the MinMaxScaler function of the sklearn library
was used, which performs scaling and transformation for each individual attribute in a given range
from O to 1.

After scaling the data, the transformation was performed into a single structure containing 24
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columns. Figure 3 shows the resulting data set after conversion.

39[7](t-1) 37[8](t-1) 1eeo[9](t-1) 1ees[1](t-1) e \
1 6.0 0.0 0.0 1.0
2 0.0 0.0 0.0 1.0
3 8.0 0.0 0.0 1.0
4 8.0 0.0 0.0 1.0
5 6.0 0.0 0.0 1.0

10023[15](t-1) 1002[16](t-1) 1001[17](t-1) value[18](t-1) temp[19](t-1) \
1 0.0 0.0 0.0 0.550781 -1.5
2 0.0 0.0 0.0 0.483398 -2.0
3 .0 0.0 0.0 0.628906 -2.5
a 0.0 0.0 0.0 0.533203 -4.0
5 0.0 0.0 0.0 0.841797 -5.5

wind dir[2e](t-1) wind speed[21](t-1) humidity[22](t-1) \

1 229.0 5.500000 53.0

2 231.0 7.000000 45.0

3 248.0 4.000000 46.0

4 229.0 8.500000 51.0

5 243.0 5.890625 54.09
pressure[23](t-1) next val[24](t-1)

1 972.0 0©.483398

2 972.0 0.628906

3 974.0 ©.533203

4 974.0 9.841797

5 976.0 0.603516

[5 rows x 24 columns]

Figure 3. Normalized data set

In the next step, the original data set must be divided into several datasets. 80% of the initial
data was selected for training and the following sets were obtained as a result:

— data set for training;

— aset of data with training validation to assess the quality of network learning in the training
process;

— data set for testing;

— a set of data from a testing check to assess the quality of network learning after completion
of training.

Implementation of the intelligent module

The selection of the model structure that will provide satisfactory results was carried out using
Jupiter Notebook. The possibility of interactive selection of model parameters was implemented
with the help of the Ipywidgets library. Figure 4 shows a form for entering model parameters for
training.

In practice, the method which is often used is when the learning rate is not a constant
throughout the learning process, but decreases linearly with an increase in the number of
iterations. At the initial steps of the algorithm, the weights of neurons in the network are far from
optimal and therefore they can be changed to larger values. When approaching the desired values,
the correction step decreases for more precise adjustment. Table 1 shows the characteristics of
training the model at different speeds.
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Layers @, 4

Loss function: | Mean absolute deviation v

Balch size: @, 23950

Learn rate -0.1 0 0.001 0.01 0.05

0.1 05 1 5

Regularization L1: -0.1 0 0.0001 0.0005 0.001
0.005 0.01 0.05 0.1

Regularization L2: -0.1 0 0.0001 0.0005 0.001
0.005 0.01 0.05 0.1

Output layer activation type:

Epoch count: (> 7850

Neurens count in layer 1: ) 23

Neurons count in layer 2: @ 20

Neurons count in layer 3 @, 20

Neurons count in layer 4 @, 20

Neurens count in layer 5: (r 20

Layer 1 activation type:

Figure 4. Interactive form for entering model parameters

Table 1. The characteristics of the model training at different speeds

Learning rate 0.01 0.05 0.1 0.5 1
Learning error 0.2736 0.1429 0.2432 0.1598 0.173
Model accuracy 0.7500 0.899 0.6850 0.834 0.850

When training the model, a comparison of different configurations was performed. Table 2
shows the results of comparing different configurations of the neural network model obtained

during the study.

Table 2. Comparison of different configurations of the neural network model

Number | Number of | Training

Network structure . .
of epochs iterations error

Testing
error

1) Layers: 3, number of neurons in the layer:
23, activation function of the output layer: 4000 5000 0.843
sigmoidal, error function: absolute deviation.

1.38

2) Layers: 3, number of neurons in the layer:
23, activation function of the output layer:
truncated linear transformation, error
function: absolute deviation.

4000 10000 0.19

0.383

3) Layers: 4, number of neurons in the layer:
23, activation function of the output layer:
truncated linear transformation, error
function: absolute deviation.

6000 15000 0.18

0.406

4) Layers: 4, number of neurons in the layer:
30, activation function of the output layer:
truncated linear transformation, error
function: absolute deviation.

6000 20000 0.182

0.36




Ne 3, 2023 107 «IKTY XABAPIIBICBI»

End of table 2

5) Layers: 3, number of neurons in layers:
14,15,25; output layer activation function:

truncated linear transformation, error 10000 35000 0.173 0.33
function: absolute deviation.

6) Layers: 4, number of neurons in layers:

15,20,25; output layer activation function:

truncated linear transformation, error 10000 40000 0.175 0.38
function: absolute deviation.

7) Layers: 3 (1 LSTM layer), error function: 1500 5000 0.008 0.005

absolute deviation

8) Layers: 3 (1 LSTM layer), regularization
method: exclusion of 10% of neurons, error 1000 5000 0.0035 | 0.005
function: absolute deviation

When using a long short-term memory (LSTM) type network to predict the level of carbon
monoxide concentration, better indicators were demonstrated, since such networks are well
adapted to learning on series prediction tasks in cases where the time periods between events have
different gaps. When training a model to predict time series, the main approach is not to increase
the accuracy of training, but to reduce the value of the error function.

— frain
test

0040 4

0035

0.030 4

0025 4

0020 4

0015 -

0010 4

0.005 - st

0 20 40 60 B0 100 120 140
Figure 5. The value of the error during model training

Figure 5 shows the change in the value of the error function during the model training process.

The results of modelling showed that the use of the selected methods makes it possible to
achieve satisfactory results. The application of the model with the use of LSTM neural networks
enables building the most accurate predictive model of pollution in the atmospheric air, which
will ensure the preparation of forecasts for timely response and making necessary decisions.

Generalization of the resulting model

After receiving the trained model, it is possible to investigate its structure. Figure 6 provides
summary information that shows the number of layers and the order they are arranged, the format
the data has at the output of the layer, the number of weights (parameters) as in each layer, so for
the entire model.
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When studying the structure of the model, it was determined that the layers have the correct
order, and the models are connected as required. Besides, a brief summary and a diagram
confirmed that the format of input and output values meets expectations. The summary also shows
that there are no unused parameters, which means that no excessive number of parameters was

set.

Layer (type) OQutput Shape Param #
dense_7 (Dense) (None, 15) 360
dense_8 (Dense) (None, 19) 304
dense_9 (Dense) (None, 25) 500
dense_18 (Dense) (None, 24) 624
dense_11 (Dense) (None, 25) 625
dense_12 (Dense) (None, 1) 26

Total params: 2,439
Trainable params: 2,439
Mon-trainable params: @

None

Figure 6. Summary of the parameters of the resulting model

The process of making a forecast

To achieve this goal, the authors developed a system for modeling the process of predicting
the pollution of harmful substances in the atmospheric air using data from stationary monitoring
points by the example of Ust-Kamenogorsk, East Kazakhstan. It uses the method of neural

networks to obtain predictive data on the content of pollutants.

Figure 7 shows the architecture of the urban air pollution data analysis system.

T
Monitoring
system
componants

Data
repository

Monitoring
system

Data mining 9

modula WEB-

/ solution
™ A

Intesgration
Servics

Local

storage

Figure 7. Architecture of the urban air pollution data analysis system

Data analysis
system
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Visualization of the received data

Data visualization makes it possible to present the results in the simplest and most visual form.
The module is a web application implemented in the Microsoft Visual Studio Community Edition
2017 environment using the web application template ASP.NET.

The main page displays the table of the latest data obtained in the forecasting process for each
of the monitoring station areas. An example of data display is shown in Figure 8. It displays the
following information:

— the location where the concentration was calculated,

— the time the forecast was made for;

— the calculated concentration value;

— the maximum one-time MPC;

— the ratio of the estimated value to the MPC.

Forecast of concentrations of pollutants in the atmospheric air of Ust-
Kamenogorsk

Substance Forecast time Value MPCms Value / MPC
NO2 11.11.2018 04:20 0,0125 0,2 0,06
S0O2 11.11.2018 04:20 0.0076 0.5 0,02
co 11.11.2018 04:20 0,0084 5 0.00
HCL 11.11.2018 04:20 0.0080 0.2 0,04
HCOH 11.11.2018 04:20 0,0080 0,035 0,23
CXHY 11.11.2018 04:20 0,0080 100 0,00

Figure 8. Example of displaying predictive values

Figure 9 shows information about the total impact of substances. The information is calculated
according to the formula (2).

Cy C, C3
+ + <1 2
MPC, ' MPC, ' MPC,

This formula describes the case when simultaneously in the air there are the substances that
have a cumulative (additive) effect. In such a situation, the sum of their concentrations should not
be greater than 1 according to the following expression, where C; is the concentration value,
MPC; is the maximum permissible concentration value.

The output information in this case is:

— the location where the measurements were made;

— the substances having a total effect;

— the time this value was recorded at;

— the value of the total impact coefficient.

The information about the obtained forecast values of the concentration of pollutants in the
atmospheric air is displayed on the map of Ust-Kamenogorsk (Figure 10) using the Follium
library. The concentration value is displayed in a gradient from green to red (0.5-0.8 — green, 0.8-
0.87 — yellow, 0.87-0.95 — orange, over 0.95 — red).
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Cumulative exposure to substances

Address Substance

South of the Northern Industrial Zone, 14 Nitrogen dioxide, Sulfur
Gastello St., school dioxide, Formaldehyde

South of the Nerthern Industrial Zone, 14  Nitrogen dioxide, Sulfur

Gastello St., school dioxide, Formaldehyde
Mirny, 59 Pogranichnaya St., Oskemen Nitrogen dioxide, Sulfur
Vodokanal dioxide, Formaldehyde

Forecast
time

01.10.2018
02:00

01.10.2018
03:00

01.10.2018
04:.00

Figure 9. Information on the total impact of substances

A10

Figure 10. Heat map of predicted concentration values

Conclusions. The paper proposes a system for analyzing data on emissions of pollutants into
the atmosphere. The structure of the neural network for predicting the distribution of pollutants
was determined. The study of the model structure showed that the layers have the correct order,
the format of the input and output values corresponds to the expected one, and there are no unused

parameters in the model.

An environmental monitoring system has been developed. It includes a data collection
subsystem, a forecasting module responsible for the formation and training of a neural network
and calculating the prediction result, and a web application for displaying and visualizing

information about pollutant emissions.

The application of the model using LSTM neural networks made it possible to build the most
accurate predictive model of pollution in the atmospheric air, which let predict and make the

necessary decisions.

Cumulative
impact
coefficient

1,5070

1,5049

13779
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