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A MACHINE LEARNING APPROACH AND A COMPREHENSIVE STUDY

KA3AKCTAHOA AKLWWAHBI XXbIMKbIPY XXOH1HAEMN KbISBMETT1 AHbIKTAY:
MALWIMHANBIK OKbITY TOCL/11 XXOHE KELWEHA1 3EPTTEY

BbIABAEHUVE AEATE/IBHOCTWN MO OTMbIBAHVIO AEHEI B KASBAXCTAHE:
noagxod MALLNHHOIO OBYYEHNA U KOMIMJTEKCHOE N3YYEHUE

Abstract. In the context of the global challenge of money laundering, this study conducts a
comprehensive national risk assessment, with a focus on Kazakhstan. The research employs state-of-the-
art methods to identify vulnerabilities within both financial and non-financial sectors and assess the
potential risks associated with money laundering. The study uses innovative methodologies, including
unsupervised and supervised learning techniques, to analyze patterns in financial transactions, aiming to
distinguish between legitimate operations and potential money laundering activities. The application of K-
means clustering, and logistic regression reveals promising results in detecting anomalies and suspicious
transactions. By incorporating synthetic financial transaction data, the research provides insights into
money laundering practices and their concealed nature. This study serves as an initial step in enhancing
anti-money laundering efforts and strengthening the legal and institutional framework in Kazakhstan. The
findings offer valuable insights into the detection of money laundering and its implications for national and
international security.

Keywords: Money laundering detection, National risk assessment, Anti-money laundering (AML),
Terrorism financing, Machine learning, Logistic regression, K-means clustering.

AupaTna. AullaHbl XbIMUbIPYAbIH XahaHablly, M3acenec weudep/'Hae ocbl 3epTTeyae KasaucTaHsa
6aca Hasap aygapa OTbIpbiN, YNTThbiy Tayekengepai XaH-xayuTbl 6aszanay XxYprisinegi. 3epTTey
LapXbibll, >3HE LapXblibll, €emMec CceKTopfapAaebl ocanfblyTapAbl aHbliTay >X3He aullaHbl
XbIMUbIPY3a 6alinaHbiCThbl biuTUMan Tayekenaepai 6aszanay YwiH o3bly 3g/cTeps/' nanpanaHagbl.
3auabl onepauusinapfbl X3He aullaHbl XbIMUbIPYAbIH bILTWUMan cxemanapbliH axblipaTy MaucaTblHAA
LapXbinbll, TpaH3akumsanapabily 3auibiiblyTapblH Tanjay YiiH 3epTTeyje MalvHanbIL, OubITY, SieHN,
My3an/'Ma3 oublTY X3He My3aniMMeH OUbITY 3JI0TepiiH Loca an3aHja, WHHOBaLUSMbIL 3AcHamanap
uonfaHbinagpl. K-opTawa X3He /0rMcTUKanbll, perpeccuss anropuTM/'H UOAgaHy aHoManusiiap MeH
kyg/kTl" TpaH3akumanapabl aHbluTayga xYieni HaTwxenep kepceTeai. Llapxbinbiy onepaunsinapabiy,
CUHTeTHuKanblly AepekTep/'H Locy 3epTTeyre aullaHbl XbIMUbIpY T3x/'pubeaH 3epTTeyre MYMKIHIK
6epepi. Byn 3epTTey auwaHbl XbIMUbIpy3a LUapcbl Ky'pec x3He KasaucTaHaasbl LyLbILTbIL X3He
MHCTUTYLMOHaNAbIL, 6a3aHbl HbI3an Ty XBHIHAETT KyL-)Xrepai KyweiTyaeri 6acTanupl yagav peT/'Hae
Ubi3MeT eTepfi. ANblH3aH HITUXeNep aullaHbl XbIMUbIPYAbl aHbllTay X3HE OHbIL YAT ThbIl X3He
anema/'K LayTasjle acepi Typabl LyHAbl 3bl/IbIMU TYXbIpbiMAap 6epeg,.

TYWiH cB3gep: aulaHbl XblIbiCTaTyAbl aHblyTay, Tayekengepai ynTTbiy 6aszanay, aullaHbl
XbIbICTAaTYy3a Lapcbl C-UUMbIA, TeppopusMii uapxbiiaHabipy, MaluvHanbll oublTy, NOrnucTurKanbiy,
perpeccus, K-opTalua anropuTmM.

AHHOTauuA. B pamkax rno6asnbHoii Npo6aemMbl 0TMbIBaHWS ieHer B AaHHOM UCCNef0BaHUM NMPOBO-
[MTCS BCECTOPOHHSIS OLEHKa HauWOHaNbHbIX PUCKOB C aKUeHTOM Ha KasaxcTaH. B wuccnegoBaHum
MCMONb3YITCSA NepefoBble MeTOoAbl A/15 BbIABMAEHNUS YA3BMMOCTEW B (DUHAHCOBOM U He(MHAHCOBOM
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CEKTOpax W OLEHKM MNOTeHUMANbHbIX PUCKOB, CBSI3aHHbIX C OTMbIBaHWEM AeHer. [ANs aHanusa
naTTepHOB (PUHAHCOBbLIX TPaH3aKUUii C Lefblo pasiMyeHns 3aKOHHbIX onepauuii U NoTeHuManbHbIX
CXeM OTMbIBAHMS AEHer B WCCNeA0BaHWU MPUMEHSTCS WHHOBALMOHHbIE METOA0M0rUM, BK/OYas
MeToabl 06yuyeHus 6e3 yunTens um obyuyeHus ¢ yuuTenem. lNpumeHeHue anropuTma K-cpeaHux u
NOrUCTUYECKO perpeccun nokasbiBaeT MHOroo6ellawline pesyibTaTbl B BbISBNEHUM aHOMaNuWin u
NoOA03PUTENbHbIX TpaH3akuuit. BKIYEHME CUHTEeTMUUYECKUX [AaHHbIX O (UHAHCOBbLIX Onepauusx
No3BoNsieT MCC/ef0BaHMIO PACKPbIBATbL MPAKTUKM OTMbIBaHWUS AE€HEr W UX CKPbITYyl npupogy. 3TO
nccneaoBaHne CAYXWT HadyaibHbIM LIAFOM B YCUNEHUW YCUNuii no 6opb6e C OTMblBAHUMEM AeHer W
YKpenieHuio npaBoBOii W MHCTWUTYUMOHANbHOW 6a3bl B KaszaxcTaHe. [osfiyyeHHble pesynbTaThbl
NpefocTaBNAlT LEHHble HayuHble BbIBOAbI OTHOCUTE/NLHO BbiABNEHWA OTMbIBAHUS AEHEr U ero
B/IMAAHMSI HA HALMOHA/LHYIO N MUPOBYIO 6€30MacHOCTb.

KnioueBble cfoBa: BbisiBieHMe  OTMbIBaHWUS  [leHer, HaluuoHa/bHas  OLEHKA  PUCKOB,
npoTuBoAelicTBME OTMbIBaHUO aeHer (MO[), domHaHcUpoBaHWe TeppopusMa, MalluMHHOEe 06yueHue,
norucTuYeckas perpeccusi, anropuTm K-cpefHux.

Introduction. Money laundering represents a problem worth billions of dollars. It's an
exceptionally challenging task to detect money laundering activities. Most automated
algorithms tend to produce a high number of false positives, where lawful transactions are
mistakenly identified as money laundering [1]. Conversely, there is a significant concern
regarding false negatives, which are instances of money laundering going undetected.
Criminals, as expected, make significant efforts to hide their trail.

The national risk assessment of money laundering has the following goals:

1. Identifying commonly used money laundering schemes.

2. ldentifying vulnerabilities in both the financial and non-financial sectors, as well as in
existing laws.

3. Promoting a unified understanding of money laundering risks at the national level among
the Financial Monitoring Committee (FMC), government entities, law enforcement agencies,
and specialized organizations.

4. Developing measures to minimize and effectively manage money laundering risks.

To accomplish the objectives of this research, specific tasks for the national risk assessment
have been outlined:

1. Identifying threats and vulnerabilities related to money laundering stemming from
predicate and high-risk crimes.

2. Examining the enforcement practices of legislation by government bodies involved in
combating money laundering and terrorist financing.

3. Analyzing the criminogenic environment to pinpoint the factors and circumstances that
facilitate money laundering.

4. Formulating comprehensive anti-money laundering and counter-terrorist financing
strategies within the Republic of Kazakhstan.

Known cases of money laundering and terrorist financing can be sensitive information and
their details are often not published publicly. However, in the past there have been some
measures related to money laundering and terrorist financing in the Republic of Kazakhstan [2].

1. Case of financial support in the West Kazakhstan region (2016): In 2016, a case of
financial support was registered in the West Kazakhstan region. During the investigation,
financial flows aimed at supporting terrorist activities were identified.

2. Money laundering through bank accounts (multiple instances): Various cases of money
laundering through bank accounts have been uncovered at different times in Kazakhstan. Money
laundering often involves the use of complex schemes, including the creation of fictitious
companies and the movement of funds through various bank accounts.

3. Efforts to combat the financing of terrorism and the legitimization of illicit income:
Kazakhstan is actively working to strengthen its legal framework and infrastructure to combat
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terrorism financing and money laundering. These efforts include implementing measures to
freeze the financial assets of terrorist organizations and mandating the reporting of suspicious
transactions.

The most vulnerable to money laundering threats are:

- Tax crimes.

- Illegal economic activities.

- Corruption and embezzlement of budgetary funds.

- Fraud.

- Illegal drug trafficking.

Let's make an effort to evaluate potential risks and the likelihood of their occurrence, starting
with an optimistic standpoint:

1. Due to various factors, terrorists still favor the use of physical cash. Firstly, terrorists
predominantly operate in countries with less advanced technological sectors, making
cryptocurrency operations challenging for them. Secondly, the enforcement of customer
verification laws and anti-money laundering measures adds further hurdles for terrorists to
access cryptocurrencies. Additionally, government agencies have initiated the tracking of
transactions on the most popular blockchains. Consequently, opting for physical currency offers
a higher level of anonymity and proves to be more challenging to track [3].

2. Additionally, certain terrorist networks have established their own payment systems. All
of these factors render the widespread adoption of cryptocurrencies for terrorism financing
impractical [4].

3. Another argument from Western experts suggests that terrorists currently lack the essential
skills for effectively employing cryptocurrencies. It is believed that utilizing cryptocurrencies
demands specialized knowledge in information security. Furthermore, cryptocurrency values are
highly volatile, making them less attractive to both regular users and terrorists.

Another challenge for national and international security is the development of shadow
marketplaces that maximize anonymity in actions and transactions within the market.

Methodology. Despite the evident need for well-established, science-based anti-money
laundering (AML) techniques, methods for detecting money laundering are somewhat limited
[5]. The existing on Anti Money Laundering methods falls into two primary categories:

1 Unsupervised Learning: These methods aim to identify data patterns without prior
information regarding which data points correspond to money laundering.

2. Supervised Learning: In contrast, supervised learning methods strive to learn patterns that
distinguish money laundering from legitimate financial operations. This is achieved by utilizing
labeled data where the outcomes (money laundering or not) are known [6].

Supervised learning is generally preferred when there is access to data with known
outcomes or labels. However, in the context of anti-money laundering (AML), this poses a
challenge. Unlike other forms of financial fraud, financial institutions seldom determine
whether a money laundering suspect is definitively guilty of a crime. To address this issue,
we can circumvent it by modeling "suspicious” behavior rather than actual money laundering
[5]. Machine Learning (ML) belongs to the realm of Artificial Intelligence (Al) applications,
and its core purpose revolves around training machines using historical data. This training
process equips machines with the ability to comprehend and classify previous datasets,
ultimately culminating in the creation of highly effective and accurate prediction algorithms
[7]1. In this article, we will conduct testing and comparative analysis of the following
algorithms. Our paper represents a comparative analysis of machine learning algorithms. The
choice of these algorithms was influenced by their successful application in analogous
industry challenges.

Here some classification approaches which can be used for money laundering:
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a. Logistic Regression: straightforward yet efficient classification algorithm that models the
likelihood of a suspicious transaction.

b. Random Forest: A robust ensemble learning technique capable of capturing intricate
patterns within transactional data.

c. Support Vector Machines (SVM): Proficient in segregating transactions into categories of
suspicion and non-suspicion through the utilization of hyperplanes.

This article will explore the use of a machine learning algorithm, namely K-means clustering
and logistic regression in the context of money laundering detection.

Clustering is a data classification technique where data is grouped into multiple categories
based on specific features. This grouping ensures that data within the same category exhibit
maximum similarity, while data in different categories show minimal similarity [8].

The K-means clustering algorithm is a widely adopted method for clustering data. It involves
dividing objects into clusters based on a specified number of clusters. The primary goal is to
maximize the similarity among objects within the same cluster while minimizing the similarity
between objects in different clusters. This algorithm is known for its simplicity and efficient
clustering capabilities. It finds applications in various domains, including data mining, pattern
recognition, and image analysis. When applied to stock prediction, it can quickly compute and
yield accurate clustering outcomes. However, it has some drawbacks, such as sensitivity to
initialization and susceptibility to getting stuck in local extremes.

Here are the steps of the algorithm:

1. Begin with a dataset A containing B objects, wheren = 1,2, .., m, A = {am}n and select i
objects randomly as the initial cluster centers.

2. Calculate the distance between the m-th object (am) and the j-th cluster center (cj) using
the formula:

D(am,Cj) * Q)2 @)

3. Determine the minimum distance Dmin(am, cj) from the m-th object (am) to the j-th
cluster center (ci). Assign objects to the nearest cluster based on the condition:

Cj={am: D (am - cj) <D(am - cz), 1<z<i} 2

4. Compute the mean of objects within the same cluster to update the cluster center:

1
d=a7 |
VAM6Yz

where nz represents the number of objects in the z-th class, and Zj is the subset of all object
collections in class j.

5. Repeat steps (2)-(4) until the algorithm converges.

The K-means clustering algorithm typically evaluates the clustering effectiveness using the
sum of squared error’s function:

Am (3)

i Y
v=1I1 | l1a?- czI2 4)
Z=1 ]=1
where i represents the number of clusters, Yz denoteszthe size of cluster z, aj represents an object

in cluster z, cz is the cluster center, and la? —cz | represents the distance from object aj to
cluster center c7.
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Nonetheless, the K-means clustering algorithm exhibits certain limitations. To begin with,
the selection ofthe cluster number k relies on human discretion, typically guided by experience.
For our research we will choose several clusters 20. Various k values that can yield distinct
clustering outcomes. Moreover, the application of different distance calculation techniques may
lead to divergent clustering results. Furthermore, the algorithm's objective function is
susceptible to convergence into local optima.

Logistic regression models are commonly employed to understand the connection between a
qualitative variable, a dichotomous dependent variable (either binary or binomial logistic
regression), and one or more independent explanatory variables, which can be of qualitative or
quantitative nature. Initially formulated in an exponential form, these models can be
transformed into a logarithmic equation (logit), enabling their use as a linear function [9].

Logistic regression is a statistical technique used to predict binary outcomes by considering
one or more predictor variables. Its primary goal is to determine whether a variable instance
belongs to a specific category. This approach finds applications in various fields, including:

- Assessing credit scores

- Evaluating the effectiveness of marketing campaigns

- Predicting the revenue of a particular product

The predictions generated typically involve outcomes like Yes/No, Alive/Dead, Pass/Fail,
and so on.

Logistic regression can accommodate a wide range of features, encompassing both
continuous and discrete variables, as well as non-linear features. This technique relies on the
utilization of the Sigmoid function, often referred to as the Logistic function.

e a+fix
pNe ) =i+ ;s+s 4)

Given the nature of logistic regression models, two main types of analyses can be conducted:

1. Assessing the significance of the relationship between each covariate and the dependent
variable.

2. Categorizing individuals into the two groups of the dependent variable based on their
probability ofbelonging to either category.

In the context of this study, the second type of analysis is the primary focus. Logistic
regression is a valuable statistical tool for estimating individual probabilities.

However, when dealing with a relatively large number of covariates or when these covariates
exhibit high correlations, the estimated model parameters may become unstable. Consequently,
it becomes necessary to carefully select the variables that will be utilized in training the model.

Data sources. Real financial transaction data is highly limited in access, primarily due to
confidentiality and privacy concerns. Even when access is possible, accurately labeling each
transaction as either involving money laundering or being legitimate, as mentioned before,
poses significant difficulties. Synthetic transaction data provided by IBM presents a way to
circumvent these challenges. Real data sets couldn’t be used for analysis that’s why they have
been used from big data set website kaggle.com [10].

The information provided here is derived from a virtual world populated by individuals,
businesses, and banks. People interact with one another and with companies, and similarly,
businesses engage with both other companies and individuals. These interactions can take
various forms, including buying consumer goods and services, placing orders for industrial
products, paying salaries, repaying loans, and more. Typically, these financial transactions occur
through banks, where both the payer and the recipient have various types of accounts, ranging
from checks to credit cards and bitcoins.
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A certain (small) segment of individuals and companies in the model engage in unlawful
activities, such as smuggling, illegal gambling, extortion, etc. Criminals obtain proceeds from
these illicit activities and then try to obscure the source of these illegal funds through a series of
financial transactions. These financial maneuvers aimed at concealing illicit funds are referred
to as money laundering [10].

The data generator responsible for the information presented here not only imitates illegal
activities but also tracks the funds obtained from these unlawful activities across a varying
number of transactions. This capability enables the detection of money laundering transactions,
even when they are several steps removed from their unlawful origin. Thanks to this underlying
framework, the generator finds it more straightforward to categorize individual transactions as
either legitimate or illicit.

It's worth emphasizing that this IBM generator models the complete money laundering
process:

1 Placement: The introduction of illegitimate funds, such as those from contraband sources.

2. Layering: The commingling of illegal funds within the financial system.

3. Integration: The utilization ofthese illicit funds.

Moreover, a noteworthy advantage of using synthetic data is that, an actual bank or
institution usually has access only to a portion of transactions related to money laundering:
those involving that specific institution. Transactions taking place in other banks or between
different banks often evade detection. Consequently, models constructed based on actual
transactions from a single institution can offer only a restricted perspective of the broader
financial landscape [11].

Conversely, these synthetic transactions encompass an entire financial ecosystem. As a
result, it becomes feasible to develop money laundering detection models that encompass a
broad spectrum of transactions between institutions and apply these models to make
assessments specifically concerning transactions within a particular bank [12].

Certainly, money laundering detection is more effectively addressed using classification and
anomaly detection methods. Here are the steps and methods typically employed for this purpose.

Results. To assess the outcomes, we employed SAS for algorithm precision and calculations.

The application of K-means clustering for money laundering detection involves the
following steps [13]:

1 Feature Engineering: Relevant features were derived from synthetic financial transaction
data. These features encompass transaction amount, frequency, source, destination, and
timestamp. This dataset was obtained from the Kaggle website.

2. Data Preparation: Data underwent a cleaning and preprocessing phase to ensure it adheres
to an appropriate format for analysis. The data was imported into SAS for analysis, leveraging
SAS's machine learning and data mining capabilities, which facilitate tasks such as predictive
modeling, clustering, classification, and other advanced analytics.

3. Cluster Generation: The K-means algorithm was employed on the preprocessed data. The
choice of 20 clusters (K) was based on problem-specific considerations and domain expertise.
The algorithm segregated transactions into K clusters by assessing their similarity within the
feature space (Fig. 1) [14].

4. ldentification of Anomalies: Following the clustering process, transactions were analyzed
in smaller, more manageable subsets. Clusters displaying notable deviations from the standard
pattern were detected. Transactions within these clusters could be marked as potential anomalies
or suspicious occurrences (Fig. 2).
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Figure 1. Initial seeds of 20 clusters on SAS
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Figure 2. Cluster means on SAS
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Based on the analysis data and the results of clustering in the figure below, we can identify
the nearest cluster and the distance between centroids.

Cluster Summary

Maximum Distance

from Seed Radius Distance Between
Cluster Frequency RMS Std Deviation to Observation Exceeded Nearest Cluster Cluster Centroids
1 591 0.0778 0.3445 19 0.3190
2 173790 0.0902 0.4707 5 0.3472
3 1113313 0.0384 0.4897 n 0.3151
4 182120 0.0938 0.4687 8 0.3591
S 160054 0.0781 0.3922 2 0.3472
6 1 0 18 0.6541
7 174 0.0899 0.3418 15 0.3071
S 116294 0.0868 0.5394 9 0.2941
9 111864 0.0778 0.4484 8 0.2941
10 407 0.0726 0.3226 20 0.3201
n 2254690 0.0675 0.4694 3 0.3151
12 5 0.0928 0.3035 1 0.4884
13 961031 0.0918 0.4697 9 0.3818
14 901 0.0479 0.3304 16 0.3366
15 166 0.0914 0.4640 7 0.3071
16 2329 0.0604 0.3100 14 0.3366
17 5 0.1307 0.3743 12 0,504 ;
18 1 0 B 0654
19 290 0.0749 0.3647 1 0.31S
20 319 0.0767 0.3915 10 0.32C

Figure 3. Cluster summary on SAS

Small datasets encompass a 10-day window of "actual" data, spanning from September 1to
September 10, 2022. It's worth mentioning that the dataset includes only a limited number of
transactions occurring after September 10. This occurrence is attributable to the fact that certain
money laundering schemes entail multiple days to reach completion. For instance, if an
individual initiates a fund laundering process on September 10 that requires an additional 2 days
to conclude, the dataset will incorporate transactions related to this money laundering cycle on
September 11 and 12.

The second analysis of logistic regression algorithms. A dataset has been taken from kaggle
and analyzed by the function “is laundered”. Selection method is a backward method (Fig. 4).

Consider Y as the binary target variable, taking the value 1when an event occurs and 0 when
there's no event. X represents the explanatory input variables, and we refer to the probability
associated with them as the "response probability."
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Data Set WORK.IMPORT
Dependent Variable Is Laundering
Selection Method Backward
Select Criterion Significance Level
Stop Criterion Significance Level
Stay Significance Level (SLS) 0.05
Effect Hierarchy Enforced None

Number of Observations Read 5078345

Number of Observations Used 5078345

Class Level Information
Class Levels Values

Payment Format 7 ACH Bitcoin Cash Cheque Credit Card Reinvestment Wire

Dimensions
Number of Effects 4

Number of Parameters 10

Backward Selection Summary

Effect Number Number
Step Removed EffectsIn ParmsiIn FValue Pr>F

0 4 9

Selection stopped because the next candidate for removal has SLS < 0.05.

Figure 4. Imported datato SAS

The Akaike Information Criterion (AIC) serves as a measure for evaluating the goodness of
fit of various regression models (Fig.5).

The Bayesian Information Criterion (also known as Schwarz Criterion or SC) is employed
for model selection among a group of parameterized models, each having a different number of
parameters.

One key distinction compared to the Akaike criterion is that the Bayesian Information
Criterion penalizes the inclusion of additional parameters [15].
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In essence, lower values of both AIC and SC indicate a model's superior ability to fit the
data. In Figure described fit criteria for is laundering and determined full model.

Fit Criteria for Is Laundering

AIC AICC
r
SBC Adj R-Sq
Full Model Full Nedel
Effect Sequence Effect Sequence
Best Criterion Value = --------------- Selected Step

Figure 5. Fit criteria diagram for “Is Laundering” on SAS

Given that the p-value is below 0.05, it indicates that the logistic regression model, as a
complete entity, holds statistical significance (Fig. 6).

Analysis of Variance

Sum of Mean

Source DF Squares  Square FValue Pr>F
Model 8 28.41269 3.55159 3506.72 <.0001
Error 5.08E6 5143.30974 0.00101

Corrected Total 5.08E6 5171.72243

Figure 6. Analysis of “Is Laundering”



Ne 2, 2024 63 «W"TY XABAPLLbICbI»

Discussion. The discussion revolves around the application of K-means clustering and
logistic regression in money laundering detection. The primary focus of this analysis is to
assess the efficacy of these machine learning methods in identifying suspicious financial
transactions.

K-means clustering is a valuable tool for grouping transactions based on their similarity
within the feature space. However, it has certain limitations, including sensitivity to
initialization and the risk of converging into local optima. The choice of the number of
clusters (K) requires careful consideration and may vyield different results for distinct K
values. The clustering results reveal anomalies that can be categorized as potential suspicious
activities.

In contrast, logistic regression offers a straightforward approach to modeling the likelihood
of suspicious transactions. However, in the context of money laundering, where guilt is rarely
definitively established, modeling "suspicious" behavior becomes more pragmatic. The Akaike
Information Criterion (AIC) and Bayesian Information Criterion (BIC) help assess the goodness
of fit for different regression models.

Overall, both clustering and regression techniques hold promise in money laundering
detection, with the choice depending on specific use cases and data availability. Future research
should focus on improving these models and addressing their limitations for more robust anti-
money laundering efforts.

Conclusions. The article mentions that Kazakhstan is actively working to strengthen its legal
framework and infrastructure to combat terrorism financing and money laundering.

Furthermore, it highlights that the national risk assessment in Kazakhstan is aimed at
identifying vulnerabilities in both financial and non-financial sectors, developing measures to
minimize money laundering risks, and promoting a unified understanding of these risks among
relevant authorities.

In conclusion, this study investigates the application of machine learning techniques,
specifically K-means clustering and logistic regression, for money laundering detection. The
research aimed to assess the effectiveness of these methods in identifying suspicious financial
transactions.

K-means clustering, a data classification technique, showed promise in grouping transactions
based on their similarity within the feature space. However, it exhibited certain limitations,
including sensitivity to initialization and potential convergence into local optima. The choice of
the number of clusters (K) proved crucial and impacted the clustering results.

On the other hand, logistic regression offered a straightforward approach to modeling the
likelihood of suspicious transactions, considering binary outcomes. The Akaike Information
Criterion (AIC) and Bayesian Information Criterion (BIC) were employed to evaluate the model fit.

Both clustering and regression techniques provide valuable tools in money laundering
detection, with their suitability depending on the specific use case and available data. Future
research should focus on refining these models, addressing their limitations, and incorporating
real-world financial data to enhance anti-money laundering efforts and minimize false positives
and false negatives. Overall, these methods represent critical steps in combating the complex
and evolving challenge of money laundering in the financial sector.
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