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IMPLEMENTATION OF A PROTOTYPE FOR CONTROLLING VARIOUS INFORMATION
SYSTEMS AND DEVICES USING GESTURE CONTROL

KAMbINOAPObI BACKAPYAbI MAUOANAHATbIH TYPII AKMAPATTBIK XXYUENEP
MEH K¥YPbINFbINTAPAblI BACKAPY YLUIH TOXIPUBENIK XXY3EINE ACbIPY

PEAJIU3ALIMA NPOTOTUNA ANA YNPABJIEHUA PA3JIMYHBIMU
NHPOPMALIMOHHBbIMKU CUCTEMAMU U YCTPOUCTBAMU C NUCMNMOJIb3OBAHUEM
XECTOBOI'O YMNMPABJNEHUA

Abstract. The article provides a brief description of the principles of operation of a prototype device,
referred to at the time of development as Glove's Keyboard (GloK), the main function of which is to interact
with a wide range of computing equipment (from personal computers to industrial manipulators) and to
combine the most common HID devices, such as: mouse, keyboard and joystick. The prototype device is a
glove equipped with gyroscope-accelerometer sensors capable of detecting finger positions. The
developed cross-platform software provides the ability to conduct communication sessions with devices,
obtain data and visualize them using 3D graphics.

Keywords: motion capture; gyroscope-accelerometer, MPU6050, ESP32, microcontrollers, gesture
control, gesture recognition, gesture classification, human-computer interaction, HID-devices.

AHOamna. Makanada eo3iprey ke3iHOe Glove's Keyboard (GloK) Oen amanfaH KypbiniFbiHbIH
POMOMUIiHIH XYMbIC icmey MpUHUUNMepiHiH Kbickawa cunammamacs! 6epineeH, OHbIH Heai32i KbIsmemi
ecernmey mexHUKacbIHbIH KeH criekmpimeH (Oepbec komnbromeprnepdeH bacman kommnbromepze OeliH)
e3apa apekemmecy 6ornbin mabbinadbl. 6HePKacinmiK MaHuUMynamopiap) xoHe eH kerl mapansaH HID
KypbinfblnapbiH - Gipikmipy  ywiH, Mbicansl: miHmyip, nepHemakma xaHe Oxolucmuk. KypbinFbiHbIH
npomomuni - caycakmapOblH OPHbIH aHblKmayra Kabinemmi 2upOCKor-akcerepoMemp ceHcopriapbiMeH
xabObiKkmarnfaH Konrarn. ©O3iprieH2eH Kpocc-nnamgopmarnblk barlapnamarnsik Kammamachbi3 emy
KypblnfbliapmeH balinaHbic ceaHcmapbiH Xypeidy, Oepekmepdi any xoHe 3D epachukacbl apKbliibl
onapdbl 8uU3yanusayusinay MyMmkiHOieiH Kammamachi3 emeoi.

Tylin ce3dep: Kosranbicmbl mycipy, eupockon-akcenepomemp, MPU6050, ESP32, MUKpOKOHmMpOIi-
nepnep, biIMMeH backapy, KUMbii0apObl maHy, KuMbindapobl Xikmey, adam MeH KoMrbiomepOiH e3apa
spekemmecyi, HID Kypbinfbinapsi.

AHHOmMayusi. B cmambe npueodumcs Kpamkoe onucaHue npuHyunos pabomsl npomomuna
ycmpolicmea, umeHyemoz20 Ha MoMeHm paspabomku kak Glove’s Keyboard (GloK), ocHosHoUl ¢byHkyuel
Komopoz2o sensemcsi e3aumoldelicmgue C WUPOKUM pssOOM  8blHUC/IUMEsIbHOU  MEeXHUKU  (om
epcoHasbHbIX KOMMbOMepo8 00 MPOMbIWIIEHHbIX MaHUMyssamopos) U cosMmeweHue Hauboree
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pacrnipocmpaHeHHbIx HID ycmpolicme, makux Kak: KOMMbomepHasi Mblb, Kiaguamypa U OXOUCMUK.
lMpomomun ycmpodldcmea npedcmasnssem cobol rnepyamky, OCHaWeHHyr Oamyukamu aupocKona-
akcenepomempa, CcrocobHbix ornpedensmb [OMoXeHUs nanbyes. PaspabomaHHoe Kpoccrinamagop-
MeHHoe npoepammHoe obecriedeHue obecrieqyusaem 803MOXHOCMb MPog8edeHUs] ceaHCo08 KOMMYHUKauuu
¢ ycmpolicmeamu, nosydeHue 0aHHbIX U UX 8u3yarnu3ayuro ¢ ucronb3oeaHuem 3D-epachuku.

Knroueenie crnoea: 3axeam dsuxeHul; eupockorn-akcenepomemp, MPUG6050, ESP32, MUKpPOKOH-
mpornepkl, Xecmoeoe yrpaerieHue, pacrio3HagaHUe Xecmos, Krnaccughukauyusi Xecimos, 4esi08eKo-
KoMribtomepHoe 83aumodeticmaue, HID-ycmpoticmea.

Introduction. Currently, there is an acute problem in the complex information systems
management. In particular, at the moment in robotics, automated systems have acquired
considerable complexity and many degrees of freedom, which has complicated their
management using standard peripheral devices [1, 2]. During the tooling of robots, the
operator must manually write a code to move to certain positions. This task is simplified by
the use of joysticks, but the problem of managing complex systems is not solved [3].
Humanoid robots with a huge number of degrees of freedom are becoming a particular
problem, and it becomes obvious to use the capture of human movements for control [4, 5].
During the development, there was a need to expand the functionality, which allowed
interaction with a variety of computing equipment and thereby increased the number of
potential users who can use this device. To do this, it was planned to use HID (Human
Interface Device) standards, which greatly facilitate the task of compatibility with different
devices. Thus, the device should emulate the functionality of such devices as a keyboard, a
computer mouse and a joystick [6].

Despite the rapid development of the information sphere, keyboards have remained
unchanged since their inception. The use of keyboards is not convenient for humans. Many
independent engineers offer their solutions to this problem, but they look like exotic products
for a regular user. Other authors improve ergonomics by changing the location of the keys and
the shape of the device. However, it's still the same keyboard with the same buttons. The device
being developed offers a new way of entering information - using gestures.

When using a device using gestures, the intermediate device between the fingers and the
computer is eliminated, since we can directly enter data from the fingers.

Thus, the purpose of this study is to design a prototype device for interacting with various
computing equipment using gesture fixation, using gyroscope-accelerometer sensors.

Materials and methods of research. The project is divided into three parts: motion capture by
reading data from sensors, data classification for gesture detection and association with a
specific command, a client application for device configuration [7].

In this case, the device must meet the following conditions: low cost for the end user; speed;
compactness; ease of use; the ability to connect to devices without their pre-configuration;
scalability by devices (the potential for expanding the functionality of the device should be
taken into account); the ability to work with both wired and wireless technologies; device
configurability.

During the analysis of the requirements for the project, an overview of existing methods and
implemented devices designed to meet these needs was carried out. One of the approaches
considered was the computer vision technology used to track movements [8]. However, this
technology has a number of significant disadvantages associated with the need to use
specialized equipment and equip the room with cameras. As a result, it was decided to abandon
the use of this technology. An alternative solution was the development of wearable motion
sensors based on gallium thin films [9]. Despite the fact that this technology has high potential,
it cannot guarantee stable results, as it is currently at the research stage.

As a result of the analysis, two most suitable options for the implementation of the project
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were identified. The first concerns the development of a biomechanical anthropomorphic human
hand [10], the main purpose of which is to create prosthetic hands. In this case, it is necessary to
implement a glove with which it is possible to read the position of the operator's fingers and
transmit information to a robotic prosthesis using a cascade of encoders. However, this device
has a disadvantage — the lack of compactness, which contradicts one of the key requirements for
the device being developed.

The second option is presented by the development of the industrial company Shadow
Robotics [11], their solution is the most advanced among those considered. However, similar to
the previous example, this project limits its scope of application to remote control of robotic
devices and does not provide for the expansion of functionality for a wide range of computing
equipment.

Based on the analysis carried out above, it was decided to use gyroscope-accelerometer
sensors, since they provide compactness, low cost and ease of implementation of the device.
During the development of the project, among other things, the algorithms presented in the
research article [12] were used to determine the orientation of sensors based on data received
from a magnetometer, gyroscope and accelerometer.

The creation of a prototype can be divided into three main stages. The first stage is the
design of a prototype in the form of a glove for further reading of finger movements involves
achieving compactness and a large number of possible input combinations.

An ESP32 microcontroller will be used to perform the calculations. The choice was made
based on the following factors: ease of operation and dual-core processor, as well as support for
wireless technologies at the microcontroller level. Thus, the problems of performance and the
ability to work with wired and wireless devices are solved.

To read the data, it was decided to use the module with the MPUG6050 gyroscope-
accelerometer sensor. The choice was made due to the fact that the module supports the 12C
protocol, the ability to change the 12C address. In synthesis, these factors make it possible to
connect a large number of sensors.

The second stage is the development of an application that is able to visualize data received
from sensors and facilitates the creation of new gestures, thereby simplifying the process of
writing a configuration.

The third stage is the implementation of the prototype of the device, which can be
conditionally divided into a physical implementation (represents the physical design of the
device and includes the electrical circuit of the device) and the design of the appearance of the
device, which covers the components used in the device and their location.

ESP 32 has a dual-core processor [13], as well as support for FreeRTOS [14]. Together, this
makes it possible to easily divide the program into tasks and threads. For more stable operation
of the device, a printed circuit board was designed. This will reduce possible errors and
significantly increases the possibility for reproducibility of the device. The total financial costs
amounted to $70.

The main unit is designed for power management and control of the entire device.
Accordingly, it is here that all the elements feeding the board and the microcontroller are
located. The complete schemes of the block under consideration are shown in Figures 1a, b.

Based on the fact that the architecture of the ESP 32 microcontroller, on the basis of which
the device is implemented, has a dual-core architecture [13], it is rational to use the fully
available capacities. To do this, the FreeRTOS operating system [14] was used, which
implements basic flow and task management in embedded software.

To emulate the keyboard, you will need a classification of gestures and an association of the
received data with a specific command.
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The gesture classification routine can be integrated both into internal software and placed on
an external device. The functionality of this program includes the association of the received
data with a gesture and the issuance of a command corresponding to the recognized gesture. It
should be noted that commands can be either individual keystrokes, or rather complex
combinations, such as automatic login/password insertion, script execution, etc. Accordingly,
these gestures must be defined in advance. The configuration specifies a set of gestures.

Connector with distributor

capacitor for noise protection
vCC

nlelnlnlnk:

Figure 1. Diagrams of the main unit of the device: a — Basic electrical diagram of the main unit;
b — The circuit board of the main unit

Each of the gestures has the following parameters: name; team; a set indicating the sensors
used; permissible deviation in time between the execution of the sequence; permissible
deviation in coordinates from the specified coordinate points; sequence of points for each
sensor; array of pointers to the currently considered elements in each sequence of points.

To implement calculations, you need a device that includes an interface, a data warehouse, a
classifier and a visualizer (Figure 2).

The external computing interface is responsible for receiving data from the external
environment and their subsequent transfer to the data warehouse. It provides the preparation and
transformation of data for further use within the system.

The data warehouse is an intermediate link that receives information from the interface and
redirects it to the classifier and visualizer. This ensures centralized storage and management of
data, as well as their distribution to other components of the system.

The visualizer takes data from the storage and displays it on the user's screen. This provides
a visual representation of the data, transforming abstract information into a form that is
understandable and accessible to the user.

The classifier, receiving data from the storage, processes them and sends the recognized
commands back to the visualizer and interface. This provides intelligent data processing, allows
you to convert input data into information that can then be used to execute commands.

At the end of the work cycle, the interface sends the recognized commands back to the
external environment, which completes the cycle.

The client application is written in the C++ programming language using the QT framework.
Here we define the “item” class to work with sensor-related data. This is the base class for
objects that can be mapped using OpenGL. The class contains information about the geometry,
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position and rotation of the object, as well as its hierarchy. In order not to access objects of the
item class directly, the adapter_item class is implemented, which acts as an interface and
intermediate object for all item objects. That is, the adapter_item class is used to manage a set of
objects of the item type.

External environment

, ™~

Sending data Sending a recognized command

Resending data

{

Data Storage

Sending a recognized command

Resending data

\r Classifier "'/’a\ ificati
. lassification
"\___r,
Resending data /

\ Sending a recognized command

Visualizer

Data display

v

Screen

Figure 2. Gesture classification Implementation scheme

Communication with the device was implemented through the base class i_adapter from
which any other private implementations of interfaces should inherit. The i_adapter class
inherits from QObject, which allows you to use the mechanism of Qt signals and slots to
process events and change the states of objects. The class also contains protected methods and
fields for managing the adapter and interacting with objects of the item type, as well as methods
for processing incoming data and configuration.

For gesture recognition, the algorithm shown in Figure 3 is implemented. It is a gesture
recognition system based on a sequence of coordinates of points. There are two main classes in
the code: Gesture and GestureManager. The Gesture class represents a separate gesture defined
by a sequence of coordinates of points. The GestureManager class manages a set of gestures and
processes point coordinate updates for gesture recognition. The system allows you to recognize
gestures defined by a sequence of coordinates based on input data representing new points.

The graphical interface of the application consists of various components integrated using
the QT framework, which provides a variety of classes for creating a graphical interface, such as
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QWidget and its derivatives.
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Figure 3. Block diagram of the gesture classification algorithm

When creating configuration data, it is necessary to take into account that each new point is
located on a circle from the previous point (example in Figure 4).

When a new sequence of coordinate points is received, they are compared with gesture points
according to the pointers to the sequence of passed points in gestures. If the element is not within
the acceptable values of the element, then the next element is considered, and if the new point
belongs to the next area under consideration, then the pointer is updated to this new element.
When all the points in each gesture sequence are passed, the command corresponding to the
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gesture in question is executed or sent to the device, according to the specified configuration.
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Figure 4. Example of a sequence of points for a single sensor

The external software is designed to simplify the process of creating configurations for the
device. Receiving data from the microcontroller, the program visualizes them using 3D graphics
(example in Figure 5). In the visualization, each segment is associated with a separate sensor,
and its position is determined by the data received from the corresponding sensor.

Figure 5. Example of data visualization with the possibility of configuration

Results. The result is a developed prototype device, which is a glove equipped with
gyroscope-accelerometer sensors capable of detecting finger positions. The device provides the
ability to transmit finger position data to external devices via serial port interfaces and/or a
wireless connection using Bluetooth technology.

The prototype contains functionality for classifying the data received from sensors in order
to recognize certain gestures, as well as the subsequent receipt of commands associated with
these gestures. The device interacts with the target device as a HID (Human Interface Device)
without the need for additional drivers.

In addition, cross-platform software has been developed that provides the ability to conduct
communication sessions with the device, receive data from it and visualize them using 3D
graphics. This software greatly simplifies the process of creating new configurations and
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defining new gestures for controlling devices.

Thus, the developed prototype is a promising device for interacting with target devices,
providing gesture recognition, replacing a wide range of peripheral devices. The cross-platform
software developed within the framework of this project contributes to convenient user
interaction with the device and the expansion of the functionality of gesture control.

Conclusion. The created prototype performs its functions quite successfully. Nevertheless,
there are positions where it is possible to further optimize the work and structure of the
prototype. First of all, this is to increase the ergonomics of the device by reducing the size of its
functional components and placing them more compactly inside the case. The second direction
of optimization may be the installation of alternative sensors that can replace the MPU6050-
based gyroscope-accelerometer modules. The main problem is the limitations of the 12C
protocol, which affects the speed of data collection. Presumably, wearable gallium sensors [9]
will solve this problem, but at the time of writing they are still under development. The third
direction of optimization is to improve the gesture classification process by searching for more
efficient algorithms, which should increase the speed of the software. The fourth aspect of
optimization is related to the possibility of using TCP/IP protocols to connect the device to the
Internet and integrate with cloud computing, which should expand the functionality of the
device. The fifth aspect of optimization is the replacement of the used microcontroller with a
more productive analog, which will undoubtedly improve the characteristics of the device.

All of the above optimization methods are aimed at making the developed prototype more
efficient and user-friendly, which in turn will contribute to the widespread use of this
technology in various fields, such as virtual and augmented reality, rehabilitation, telemedicine,
robotics and other areas where precision and ease of gesture control are important.

Thus, in order to maximize the potential of the developed prototype and ensure its successful
integration with various applications and areas, it iS necessary to continue research and
optimization of the device, taking into account the identified shortcomings and the needs of end
users. This will improve the characteristics of the device, make it more convenient and efficient,
as well as expand its application areas and opportunities for innovation and development of
gesture control technology.
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