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SPEECH DETECTION AND RECOGNITION FOR USE IN ONLINE PROCTORING
SYSTEMS: A REVIEW AND RESEARCH OF TECHNOLOGIES

OHNAMH NPOKTOPUHI XXYUENEPIHAE KONAAHY YLWIH COUNEY XXOHE TAHY:
TEXHONOIMMANAPAbI LLONY XXOHE 3EPTTEY

OBHAPYXEHUE N PACINMO3HABAHUE PEYY ONA UCNOJIb3OBAHUA B CUCTEMAX
OHNAWH-NMPOKTOPUHIA: OB30P U UCCNEQOBAHME TEXHOJIOMUN

Abstract. Speech detection and recognition is a classification task that determines if there is a voice in
a particular audio segment. This process is an important pre-processing step that can be used to improve
the performance of other tasks such as automatic real-time voice detection during an exam. This article
provides an overview of methods, libraries for speech detection and recognition. Speech recognition
research spans many subject areas such as computer technology, artificial intelligence, digital signal
processing, pattern recognition, acoustics, linguistics, and cognitive science. The aim of the study is to
develop an online proctoring module that records and transcribes audio streams during the exam.

Keywords: distance learning, exam session, speech detection.

AHOdamna. Celineydi aHblkmay xoaHe maHy — beneini 6ip dbibbic ceemeHmiHOe daybicmbiH 6ap-KOfbiH
aHbiKmalmbIH Xikmey marcbipmMachkl. byn npouecc emmuxaH Ke3iHOe Hakmbl yakbimma asmomammel
mypde daybicmbl aHbIKMay cusikmsi backa marcbipmanapOblH eHimoinieiH xakcapmy ywiH natidanaHyra
6onambiH MaHbI30b1 andbiH ana eHoey kadambi 601bin mabbinadbi. by Makanada celneyodi aHbiKmay XeHe
maHyra apHanfaH odicmepeae, KimanxaHanapfa worny xacanadbl. Celneydi maHy 3epmmeynepi
KOMMbomepriiKk mexHonoausinap, xacaHObl UHmMesnnekm, yugprblk cueHandapibi eHOey, yrnaiHi maHy,
aKycmuka, JTUH28UCMUKa XOHEe KO2HUMUBMIK fbifTbIM CUSIKIMbI KerimezeH noHOIK cananapObi KamMmuosbl.
3epmmeydiH makcamb! - emmuxaH Ke3iHOe ayOuo arbiHOapObl Xa3amblH XoHe mpaHcKpunuyusnaimsiH
OHnauH-npoKmMopuHa MoOyriiH a3iprey.

TyliH ce30ep: KawbIKMbIKMaH OKbIMy, eMmuxaH ceccusickl, celnieydi aHbiKmay.

AHHomauyus. ObHapyxeHue U pacrio3HasaHue peyu — 3adaya Krnaccugukayuu, Komopas onpedesnisiem,
Hasnu4ue eornioca 8 ornpedenieHHOM ayduoceaMmeHme. 3mom pouecc s8/9emcsi 8aXHbIM 3marom
npedsapumersibHol 06pabomku, KOmMOopPbIlU MOXHO UCM0Ib308ame 0115 [108bILIEHUS POU380OUMETbHOCMU
Opyaux 3aday, makux Kak asmomamuyeckoe obHapyxeHue 205ioca 8 pexume peaslbHo20 8pPeMeHU 80
8pemsi ak3ameHa. B amol cmambe npedcmaesneH 0b630p memodos, bubnuomek Onsi obHapyxeHUs1 U
pacro3HasaHusi peyu. MccrnedoeaHuss pacrio3HagaHUsi peyqu oxeambiealrom MHoaue pedMemHbie
obnacmu, makue KaK KOMIMbIOMePHbIe MEXHOI02UU, UCKYCCmeeHHbIlU uHmeriekm, yugposas obpabomka
CueHanos, pacrio3HasaHue 06pa308, akycmuka, JlUHe8UCMUKA U KO2HUMUBHbIe HayKu. Llenbto
uccnedosaHusi fenisiemcsi paspabomka MoOyss OHalH-MPOKMOpUHaa, Komopsbill 3arnuckigaem U
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pacuwugposbieaem ayduonomOKu 80 8peMs dK3aMeHa.
Knroueesnie cnoea: ducmaHyUOHHOe O6y'-IeHU6, 3K3amMeHalylUuOHHas ceccCus, 06Hapy)KeHue pedyu.

Introduction. The elevated speech system plays an important role in distance learning during
the exam. The proctoring system module for speech development divides speech into different
sound waveforms, analyzes each sound waveform using different algorithms.

Voice activity detection is a technique that detects the presence or absence of human speech.
Voice activity detection systems must distinguish speech from noise and silence [1].

A good speech detection system should provide an excellent balance between low
computation/latency and decent modern quality [2].

Advances in speech signal processing techniques have made it possible to accurately detect
the presence of speech in an incoming signal, a problem in the industry in a variety of noise
environments. The separation of the speech segment from the non-speech segment in the audio
signal is achieved using voice activity detectors.

Materials and methods of research.

Basic VAD works on the principle of extracting measured characteristics from the incoming
audio signal, which is divided into frames of 5-40 ms.

These extracted features from the audio signal are then compared to a threshold limit, which
is typically estimated from noise-only periods of the input signal, and a VAD solution is
computed.

If the characteristic of the input frame exceeds the assumed threshold value, a VAD decision
(VAD=1) is computed, which declares that speech is present. Otherwise, a VAD decision is
calculated (VAD = 0), which declares the absence of speech in the input frame [3].

Speech signals are sound signals defined as pressure fluctuations propagating through the air.
These pressure changes can be described as waves and are accordingly often referred to as sound
waves [4].

In this context, we are primarily interested in the analysis and processing of such signals in
digital systems.

Mywoocod ronoc / Ep anamisiH Daywce | Mals woice
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Figure 1. Illustrative representation of waveforms
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Recent advances in audiovisual speech recognition (AVSR) have established the importance
of incorporating visual components into the speech recognition process to improve reliability [5].

Visual features have great potential to improve the accuracy of existing speech recognition
methods and are becoming increasingly indispensable in modeling speech recognizers. The
combination of machine learning methods combined with visual features can provide promising
solutions to the problem of understanding speech in a noisy environment [6].

The performance of a pattern recognition method is usually determined by the ability to extract
useful features from the available data in order to efficiently characterize and distinguish patterns
[7].

The method of extracting features from speech signals generates spectrograms, which are
time-frequency representations of the original signal.

Figure 2. An illustrative representation of an audio stream as a spectrogram

Speaker recognition, also known as voice print recognition, is an important branch of speech
signal processing.

The spectrogram shows that the female voice has more high-frequency components than the
male voice. Some people may see more high-frequency components in a male voice - this is also
correct, depending on which frequency range the attention is directed to.

Since frequencies above 8000 Hz are usually not very significant for speech detection, the 0-
8000 Hz range is usually considered. Many researchers have used the spectrogram as an acoustic
feature in combination with the artificial neural network method for speaker recognition [8].

Common speech recognition techniques include hidden markov models (HMMs), Gaussian
mixed models (GMMs), vector quantization, dynamic time transformation, support vector
machines (SVMs), and artificial neural networks.
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For more than two decades, the Gaussian Mixed Model - Universal Background Model
(GMM-UBM) has become a widely used paradigm in speaker recognition systems due to its good
performance in speaker recognition.

In recent years, the application of deep learning technology in the field of speech recognition
has greatly improved both recognition speed and reliability, and the results obtained with deep
learning neural networks continue to encourage the use of neural networks for speech recognition
[9].

Currently, speech feature extraction methods commonly used in speaker recognition systems
include cepstral linear prediction coefficients.

Different types of electromagnetic waves have different frequency ranges. For example, radio,
microwave, infrared, visible light, ultraviolet and X-rays. Acoustic sound waves that humans can
hear typically have a frequency between 20 hertz and 20 kilohertz [10].

low bass animals and medical and diagnostic
notes chemistry destructive and NDE

20 kHz l l 2 MHz l 200 MHz

Infrasound Acoustic Ultrasound

Figure 3. Types of electromagnetic waves and their frequency ranges

The intensity corresponds to the signal strength. The signal is a function F of time t with period
t in uppercase. The signal strength can be calculated by taking the integral of the function.

This means that if the power is less than p zero, then the person cannot hear the signal. Then
the signal intensity can be defined as the power rhythm divided by zero p, with the unit of intensity
being the decibel, not the power [11].

P (r(Fa m

Intensity is also determined by sound pressure. The numerator is the RMS value of the sound
pressure. Under the denominator is the standard reference sound pressure equal to 20
microparticles.

When intensity is determined by pressure, the factor is 20, and when determined by force, the
factor is ten.

Prms
Ly = 20[0g10[?efj 2

In this case: Prms is the root mean square value of the sound pressure measure, Pref is the
standard reference sound pressure [12].

Speech activity detection refers to the task of determining whether a signal contains speech or
not. Thus, this is a binary solution. A related problem is to determine the probability that the input
signal contains speech or not, called the Speech Presence Probability (SPP).
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Table 1. Human perception of intensity

Noise source Decibel

The sound, at the moment of firing from a gun «unsuppressed» (without a silencer), medium

. 150
caliber, near the muzzle of the barrel.
Sandblaster, jackhammer at a distance of less than one meter 120
The sound of a freight railway car seven meters away 90
Loud conversations of people, at a distance of less than one meter 70
The sound is characterized by loud conversations at a distance of one meter 60
Normal everyday speech, calm conversation of people. This threshold is the daily norm for 40
residential premises.
Quite a distinct whisper, also the sound is comparable to the ticking of a wall clock. 30
The sound is comparable to the distant rustle of leaves. 10

The SPP is then usually expressed as a probability in the range of 0 to 1. The probability of
the presence of speech is usually an intermediate step in the detection of speech activity, so that
the classification of speech activity is obtained by thresholding the output of the speech presence

probability estimator [13].
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Figure 4. Types of electromagnetic waves and their frequency ranges

Although the subjective assessment of auditory perception depends on subjective factors and
has problems such as low accuracy and stability, it cannot be denied that the subjective assessment
of auditory perception is the only reference standard for testing and evaluating the effectiveness

of objective voice test parameters and voice function [14].
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Results and discussion. In many speech signal processing applications, voice activity detection
(VAD) plays an important role in separating the audio stream into time slots containing speech
activity and time slots in which there is no speech [15].

The detection of speech activity is usually associated with a binary decision about the presence
of speech for each frame of a noisy signal.

Approaches that localize speech fragments in the time and frequency domain, such as speech
presence probability estimation or ideal binary mask estimation, can be considered as extensions
of speech activity detection [16].

The Short Time Fourier Transform (STFT) and Modified Discrete Cosine Transform (MDCT)
are selected for audio processing and their built patterns are passed to the CNN [17].

import matplotlib.pyplot as plt
import librosa.display
plt.figure(figsize=(14, 5))
librosa.display.waveshow(x, sr=sr)

<librosa.display.AdaptiveWaveplot at @x529f181388>
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Figure 5. Representing an audio stream as waveforms

A spectrogram is an image showing the dependence of the spectral power density of a signal
on time. Spectrograms are used for speech identification, animal sound analysis, various areas of
music, radio and sonar, speech processing, seismology, and other areas.

Spectrograms are speech spectrum maps originally developed during World War II to detect
submarines and decipher enemy codes, but later came to be used in the field of linguistics.

The vertical and horizontal axes of the gray scale spectrogram represent frequency and time,
respectively, while the scale value of each pixel reflects the energy density of the signal at the
corresponding time and at the corresponding frequency [18].

Spectrograms can display changes in fundamental frequency, pitch period, and formant
intensity in a speaker's utterance over time in a two-dimensional view. They are usually used to
represent the long-term frequency characteristics of a speech signal, but may not reflect the
detailed characteristics of pronunciation [19].
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X = librosa.stfu(x)

¥db = librosa.amplitude to db(abs(X})

plt.figure{figsize«(i4, 5))

librosa.display.specshow(Xdb, sr=sr, x_axis='time’, y_axis="hz')
plt.colorbar()

<matplotlib.colorbar.Colorbar at Bx52a440b6a0>
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Figure 6. Representing an audio stream as a spectrogram

From a physiological point of view, given the short-term stationary characteristics of human
pronunciation, long utterances can be divided into several shorter speech segments, each of which
is represented as a single frame. Then each segment of a short-term speech signal can be
considered as a short-term stationary signal [20].

1ibrosa.display.specshow(Xdb, sr=sr, x_axis="time", y_axis="log’)
plt.colorbar()

¢matplotlib.colorbar.Colorbar at @x52a3dScales

8192 20

4096 -

2048 10

1024 o
£ 512 L —10
256 - —20
128 -30
64 40
0 |
0 0.6 1.2 1.8 2.4 3 3.6 4.2 4.8
Time

Figure 7. Short-term stationary signal of the spectrogram
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type(audio)

speech_recognition.AudioData

r.recognize_google(audio)

"East Kazakhstan Technical University’
Figure 8. Code fragment for converting an audio stream to a text file

The amplitude-frequency spectrum of sound represents data on the relative intensity of the
frequency components of sound. This data can be obtained using filter banks or a frequency
tunable filter. The more intense the frequency contained in the sound spectrum, the stronger the
"response" of the corresponding filter will be. Since the spectral analysis uses electrical vibrations.

The Speech - to-Text API allows developers to convert sound to text in over 125 languages
and variants by applying powerful neural network models in an easy-to-use APL

Thus, speech signals are used as a basis and converted from analog to binary format. And it
goes through three main stages.

First, the path shape encoder, which takes the actual waveform and creates a series of ones and
Zeros as its representation.

Secondly, a hybrid encoder that uses both wave and parametric principles in this production.

Third, a parametric encoder that attempts to determine certain characteristics of speech, such
as pitch and amplitude, that were mentioned earlier.

Today, there are quite a few services and programs that perform various tasks with speech
recognition (voice control, voice typing, etc.). Ideally, all these systems should help and simplify
the performance of the tasks assigned to them.

All modern speech recognition systems are based on statistical methods that make it possible
to use the powerful apparatus of mathematical statistics and probability theory, which, in turn,
significantly improves the quality of recognition.

Conclusions. The article examines the development of modern society under the influence of
globalization processes, which lead to the emergence of new requirements for the subject of any
field of activity, including higher education.

The pandemic has contributed to the active use of distance learning technologies. In the future,
the experience of their implementation should become the basis for developing innovative
teaching methods, improving the efficiency of the educational process and improving information
and resource support.

During the pandemic, after intensive research, the speech recognition system has carved its
niche and can be seen in many areas of life. The accuracy of speech recognition systems remains
one of the most important research challenges.

Speech recognition is a complex task. In this article, we have tried to provide an overview of
how much this technology has advanced over the previous years. The performance of a speech
recognition system mainly depends on the quality of the signal pre-processing step.

Most of the research done so far explains the fact that speech is a very subjective phenomenon.
Common problems are speaker variation, background noise, and continuous speech. Perhaps the
most obvious source of performance degradation in speech recognition is noise.

Summing up the results of the work done, I would like to note that the tasks set have been
completed:
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1) An idea about the field of digital processing of audio signals was obtained, the features of
speech activity were studied, as well as machine learning methods for its detection.

2) A review of existing speech activity detection algorithms is described, their advantages and
disadvantages are considered.

3) A review of the tools with which you can develop a voice activity detector is made.

4) Modules for data sampling and model training in the Python programming language have
been developed and implemented.

It should also be noted that the approach used in this study can be applied directly to speech
detection and recognition during an exam using scalable online proctoring tools.
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